
LQCD-ext

Computational Resources for Lattice QCD: 2010–2014

Revised, April 12, 2009

Lattice QCD Executive Committee
R. Brower, (Boston U.) N. Christ (Columbia U.), M. Creutz (BNL),
P. Mackenzie (Fermilab), J. Negele (MIT), C. Rebbi (Boston U.),

D. Richards (TJNAF), S. Sharpe (U. Washington), and R. Sugar(UCSB)

1 Introduction

The Department of Energy (DOE) has supported computationalinfrastructure for the study of
lattice quantum chromodynamics (lattice QCD) for the last seven years. It has funded the develop-
ment of software through two grants from the Scientific Discovery Through Advanced Computing
(SciDAC) Program, the acquisition of clusters optimized for the study of lattice QCD through the
first of the SciDAC grants (SciDAC I) and the current Lattice QCD Computing Project (LQCD),
and the construction of the specially designed QCDOC computer through a stand alone grant. The
operation of the clusters and the QCDOC is supported throughLQCD. The software produced
under the SciDAC grants is publicly available, and the hardware is open, on a peer reviewed basis,
to all members of the USQCD Collaboration, which consists ofnearly all of the high energy and
nuclear physicists in the United States involved in the numerical study of lattice QCD. The DOE
funded infrastructure has enabled major progress in the study of lattice QCD, and helped to bring
the field to a point where it is now providing accurate determinations of a wide range of quantities
of importance to experimental programs in high energy and nuclear physics.

The current SciDAC grant (SciDAC II), which funds software development, runs through March
14, 2011, whereas LQCD, which funds the acquisition and operation of hardware, ends on Septem-
ber 30, 2009. The committee of scientists that reviewed LQCDin the spring of 2007 stated in its
report that “The resources provided through the LQCD project are crucialfor the US lattice QCD
community to stay internationally competitive. This will remain true beyond the final year of
the LQCD project, 2009, and the committee believes that an increase in computational resources
beyond 2009 should be strongly encouraged, building on the success of the 2006–2009 LQCD
project.” We agree, and in this proposal we set out a plan for the acquisition and operation of
dedicated hardware for the study of lattice QCD for the fiscalyears 2010–2014.

In Section2 of this document we set out our scientific objectives for the period 2010–2014, and
indicate the potential impact of achieving them on DOE’s experimental programs in high energy
and nuclear physics. Work will focus on precision tests of the Standard Model and determination
of its fundamental parameters; the study of strongly interacting matter under extreme conditions
of temperature and density; the calculation of the masses, internal structure and interactions of
strongly interacting particles; and the exploration of strongly coupled field theories that go beyond
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the Standard Model. In Section3 we describe the computational resources needed from the DOE
to achieve our scientific goals. They consist of a roughly equal mixture of cycles on the DOE’s
leadership class computers and on less capable, but still powerful dedicated hardware. The pur-
pose of this proposal is to obtain the funds to acquire and operate the dedicated hardware, which
we plan to locate at the three laboratories that have housed the LQCD hardware: Brookhaven Na-
tional Laboratory (BNL), Fermi National Accelerator Laboratory (FNAL), and Thomas Jefferson
National Accelerator Facility (TJNAF). We request $2.01M ($2,010,000) per year for hardware
acquisition, and an operations budget that starts at $1.13Min 2010 and rises to $1.68M in 2014. In
Section4 we discuss the role of the USQCD Collaboration, and explain the processes by which it
sets scientific priorities and allocates computational resources. We also describe the international
collaborations in which members of USQCD are engaged, the sharing of large data sets through
the International Lattice Data Grid (ILDG), and the software created under our SciDAC grants.
In Section5 we discuss the role of the participating laboratories, and in Section6 we set out the
proposed management structure for LQCD-ext

2 Scientific Objectives

The objective of LQCD-ext is to achieve the DOE Office of Science’s 2009 strategic milestone
to “Use computer simulations to calculate strong interactionsbetween particles so precisely that
theoretical uncertainties no longer limit our understanding of these interactions. . .” The level of
accuracy needed to achieve this milestone has been achievedfor a limited number of quantities,
and tools have been developed to do so for a wide variety of others provided the computational
resources requested in this proposal are available. In thisSection we describe the four major
areas on which work under LQCD-ext will focus, and discuss the relationship of this work to
experimental programs in high energy and nuclear physics [1]. As discussed in Section4.1, a
process is in place for ordering scientific priorities and allocating USQCD resources on a yearly
basis. Detailed priorities and computational approaches may evolve over time, as new experimental
results and calculation methods appear; however, we fully expect that the broad goals and the
estimates of the resources needed to achieve them will not change.

2.1 Fundamental Parameters from Future Lattice Calculations

One of the central aims of calculations using lattice QCD is to determine the underlying parame-
ters of the Standard Model (SM) by stripping away the effectsof the strong interactions. Lattice
calculations aim to provide accurate determinations of thequark masses, the strong coupling con-
stantαS, and the values of the weak transition couplings between quarks—i.e. the elements of
the Cabibbo-Kobayashi-Maskawa (CKM) matrix. Particularly exciting is the possibility of deter-
mining different, inconsistent values of the CKM matrix elements from different decay processes.
This would indicate a breakdown in the Standard Model and thus the need for new physics. This
approach is complementary to the direct discovery searchesto be undertaken at the Large Hadron
Collider at CERN (LHC). Furthermore, if new physics is found, then the constraints from rare SM
processes, many of which require lattice QCD calculations,will be needed, together with LHC
results, to work out the details.
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The last five years has seen very significant progress in the lattice QCD calculations needed to
determine the SM parameters. Accurate calculations of manyquantities are now possible, with all
errors controlled. This has allowed extensive validation of the method by comparing lattice and
experimental results [2, 3, 4], including several successful predictions [5]. Crucial to this success
has been the creation, by the USQCD collaboration, of an ensemble of gauge configurations gen-
erated including the full quantum measure. These “unquenched” configurations include the effects
of light quark loops, with a series of values for the lattice spacing (a) and the light quark masses.1

This ensemble allows one to do controlled chiral and continuum extrapolations. The importance
of using unquenched configurations, and the present level ofvalidation, is shown in Fig.1. The
agreement of all unquenched lattice results having percent-level accuracy with experiment gives
us confidence in both heavy and light quark methodologies.

0.9 1 1.1

LQCD/Exp’t (nf = 0)LQCD/Exp’t (nf = 0)

0.9 1 1.1

LQCD/Exp’t (nf = 3)LQCD/Exp’t (nf = 3)

Υ(1P − 1S)

Υ(3S − 1S)

Υ(2P − 1S)

Υ(1D − 1S)

ψ(1P − 1S)

Mψ −Mηc

MD∗

s

−MDs

2MBs
−MΥ

2MDs
−Mηc

3MΞ −MN

MΩ

fK

fπ

α
(5)

MS
(MZ)

Figure 1:Ratio of accurately determined lattice results (for so-called “gold plated” quantities) to those from exper-
iment. Left panel uses quenched and right panel unquenched (2+ 1 flavor) lattice calculations. The overall scale is
determined in both cases from theϒ(1P)−ϒ(1S) splitting, while quark masses are fixed frommπ, mK , mJ/ψ and the
ϒ spectrum. From Ref. [6].

These calculations also give controlled determinations ofthe quark masses andαS (the latter shown
in Fig. 1, compared to results from matching high-energy experiments to perturbative QCD). Al-
though the methodology is different for light and heavy quarks, it turns out that present errors in
both are comparable, and of size 7-10% [7, 8, 9].2 Quark masses are not only of interest as funda-
mental parameters of the SM, but also are required as inputs into predictions of rare decays. For
example,mc is needed to predict the SM contribution toK → πνν̄ (and thus constrain the contri-
butions of new physics) whilem2

π/mℓ is needed as input into predictions from the Soft-Colinear
effective theory for non-leptonic B decays. Thus we intend to systematically reduce the errors in
these masses, and expect percent-level control by the end ofthe LQCD-ext.

1Calculations to date are in the isospin symmetric limitmu = md = mℓ, but have the strange quark mass,ms, at (or
close to) its physical value. The simulated values ofmℓ are larger than the physical average light quark mass, but range
down tomℓ/ms ≈ 1/10, which approaches the physical ratio of≈ 1/27.

2In detail: mu = 2.0(2)MeV, md = 4.6(3)MeV, ms = 90(7)MeV, mc = 1.22(9)GeV andmb = 4.4(3)GeV.
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Quantity CKM present present 2009 2014 error from
element expt. error lattice error lattice error lattice error non-lattice method

fK/ fπ Vus 0.3% 0.9% 0.5 % 0.3% −
fKπ(0) Vus 0.4% 0.5% 0.3% 0.2% 1% (ChPT)

D → πℓν Vcd 3% 11% 6% 4% −
D → Kℓν Vcs 1% 11% 5% 2% 5% (ν scatt.)
B→ D∗ℓν Vcb 1.8% 2.4% 1.6% 0.8% < 2% (Incl. b→ c)
B→ πℓν Vub 3.2% 14% 10% 4% 10% (Incl.b→ u)

Table 1:Present status and future prospects for lattice calculations which directly determine elements of the CKM
matrix. All errors are quoted for the CKM elements themselves. Estimates are from the contributions of Juettner,
Laiho, Lüth, Shipsey, and van de Water to Ref. [10], and from Ref. [11]. The last column, if present, shows the present
error attainable on the CKM element using competing, non-lattice approaches.

The work of the last five years has set the stage for fully controlled calculations of the more com-
plicated matrix elements needed to determine or constrain CKM elements. Indeed, for the sim-
plest such quantities—single-particle matrix elements involving vector and axial currents—first
unquenched results are already available. By calculating semi-leptonic form factors (and also
fK/ fπ), one can determine all CKM elements which do not involve thetop quark, as shown in
Table1.3 These results represent a major milestone for the field. Nevertheless, comparing the third
and fourth columns one sees that errors from lattice simulations exceed those from experiment for
all quantities. Lattice errors are also not yet competitivewith those from other methods forVcs and
Vub.

An important goal of our future program is to reduce these lattice errors so that, ultimately, they
are smaller than the experimental errors.4 The table gives estimates of what should be possible
in LQCD (2009 error) and a fully funded LQCD-ext (2014 error). We see that LQCD will not
attain the desired goal, whereas LQCD-ext will approach it—giving lattice errors comparable to, or
smaller than, experimental errors for most of the quantities. The precision attainable with LQCD-
ext is important for several reasons. First, it will allow much more stringent tests of the unitarity
of the CKM matrix. For example, using the present latticeVus from fK/ fπ, one has

|Vud|2+ |Vus|2+ |Vub|2 = 0.9977(5)(12)(0) , (1)

where the errors are respectively from those inVud, Vus andVub. While this is consistent with
unitarity, reducing the lattice error by a factor of 3, whichwe estimate to be possible in LQCD-ext,
would provide a significantly more stringent test. AccurateCKM elements are also crucial for
using several rare SM decays to constrain new physics. For example, the SM rate forK → πνν̄
decays is proportional toV4

cb. Finally, precision lattice results will allow one to determine the
significance of the present marginal disagreement betweenVub determined from exclusiveB→ π
decays (using lattice input) and from inclusiveb→ u decays (using HQET).

The remaining elements of the CKM matrix involve the top quark, and are thus accessible only
through second-order weak processes involving top quark loops. These processes are particularly

3Vud is not included, since its determination using the latticefπ and theπ → µν decay rate is not competitive with
that from nuclearβ−decays. The lattice result forfπ is used instead as a validation, as shown in Fig.1.

4Experimental errors will themselves be reduced for most of these quantities, providing even stronger motivation
for improved lattice calculations.
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interesting since the contributions of new physics can moreeasily appear above the “background”
of the small SM rate, assuming that the latter can be calculated accurately. Furthermore, in three
examples—Bd−Bd andBs−Bs mixing, and CP violation inK−K mixing—accurate experimental
results are available and precision lattice results are possible. The lattice must provide matrix ele-
ments of four-fermion operators, which are more challenging than those of currents just discussed,
so that results lag somewhat behind. Unquenched results at only a single lattice spacing are avail-
able to date, but results with all errors controlled should be announced in 2008. The present status
and future prospects are collected in Table2.

Hadronic UT result Lattice errors Lattice errors Lattice errors
Matrix Element current current 2009 2014

B̂K 0.78±0.09 0.77±0.05 ±0.025 ±0.01

fBs

√
B̂Bs 261±6 MeV 282±21 MeV ±10 MeV ±5 MeV

ξ 1.25±0.06 1.23±0.06 ±0.02 ±0.01

Table 2: Status of and prospects for lattice calculations of matrix elements which play a key role in the determination
of CKM matrix elements. UT results from Ref. [12] are explained in the text. Present estimates are from Refs.[13]
(BK), [14] ( fBs

√
BBs), and [15] (ξ = fBs

√
BBs/( fB

√
BB)). Future error estimates are taken from the estimates of

Juettner and Gamiz to Ref. [10] and from Ref. [11].

Reducing errors to the expected 2-4% level by the end of LQCD will be a major milestone. To test
reliability we will obtain results from at least two different methods in each case, e.g. with domain
wall fermions (DWF) and mixed DWF/staggered fermions forBK, and with bottom quarks dis-
cretized using both the Fermilab formalism and NRQCD. More extensive ensembles, with smaller
a andmℓ and larger volumes, will also be needed. Our plans for these ensembles are described
below.

The importance of obtaining precision lattice results has been increased by the enormous progress
in measuring B-meson properties in the last five years. Accurate results for CP-violation in several
decays has allowed a determination of CKM elements, and in particular the “unitarity triangle”
(UT), with little input from hadronic physics (and with no lattice input). The resulting constraints
on the Wolfenstein parameters̄ρ and η̄ are shown in the left panel of Fig.2. Lattice results for
the matrix elements in Table2 allow an independent determination ofρ̄ andη̄, based on different
experiments, with the present status shown in the right panel. The SM requires that these two
constraints must be consistent—as they are at present. Assuming this consistency, i.e. that the
SM is correct, one can turn the results in the left panel into “predictions” of the hadronic matrix
elements. These are given in the “UT results” column of Table2.

In the next 5-7 years, the errors in these UT results are likely to decrease substantially, mainly
due to improved determinations of the CKM elements of Table1 (based on both experimental
and lattice improvements). The net result is that errors in the matrix elements of Table2 at the
1-2% level will be needed to keep pace. We estimate that such errors will be attainable by the
end of LQCD-ext. This will require the use of new methods—non-perturbative matching for all
quantities, and possibly discretized HQET. Our goal is to constrain the SM at the 1% level in a
sector where new physics is most likely to appear.
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Figure 2:Present constraints on̄ρ andη̄ from the UT analysis (left panel) and from matrix elements involving lattice
QCD input (right panel). Contours of 68% and 95% probabilityare shown, together with the 95% probability regions
from individual constraints. From Ref. [12].

In addition to the matrix elements of Tables1 and2, there are many others that the lattice can
calculate. For the sake of brevity we simply list some important examples—for more details see
Ref. [11]. Several quantities will provide further validation:fD, fDs, charmonium spectroscopy,
spectroscopy of excitedD and B mesons,c and b baryon spectroscopy, hyperon semi-leptonic
decays. Other quantities provide further tests of the SM:(∆Γ/Γ)Bs, B → Kℓ+ℓ− form factors.
Finally, there are matrix elements of operators which appear in beyond the SM (BSM) theories
but which are absent in the SM. These are thus needed to constrain the parameters of particular
BSM theories, so as to ensure that they are consistent with rare SM processes such as meson-
antimeson mixing. Examples includeB−B, D−D andK −K mixing amplitudes from non-SM
four-fermion operators, proton decay matrix elements and hadronic contributions tog−2. For all
these quantities the calculations are of a similar level of difficulty to those described above, and
thus precision results should be attainable. The desired precision depends on the accuracy of the
corresponding experimental results. We expect to continuously add new quantities to our repertoire
so that those listed above, and others, will be available during LQCD-ext.

Thus far we have described the impact that LQCD-ext can make largely by extending existing
methods. We now turn to calculations that LQCD-ext will allow that are not possible otherwise.
These involve either two particle states (or resonances) and/or quark disconnected diagrams. The
former require larger volumes than studied to date (L = 5− 6 fm as opposed to 2.5− 3fm) as
well as using finite volume corrections in an essential way. The latter require new techniques
for noise reduction. There has been much effort devoted in the lattice community to developing
the necessary methods, and we are confident that LQCD-ext will allow substantial progress. We
are unable, however, to provide the precise error estimatesgiven above as there are no available
calculations from which to extrapolate.

One of the most important challenges faced by lattice QCD, and a major focus of this proposal,
is the calculation from first principles of direct CP violation in two-pion decay of the neutral
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kaon. This is described by the ratioε′/ε = (16.5± 2.6)× 10−4, which was measured at both
CERN [16] and Fermilab [17]. Because the kaon mass lies below the four-pion threshold and the
strong interactions conserveG parity (preventing mixing between two and three pion states), finite
volume methods [18] in principle permit the direct calculation of the relevantK → ππ decays.
However, such calculations have not been possible to date given the large volumes which are
required,L ≈ 6fm.

In addition, much can be learned about these processes usingchiral perturbation theory. At leading
order, one need only calculate the more tractableK → π andK → 0 amplitudes, although these
involve quark disconnected loops. Following the proof-of-principle quenched studies using DWF,
an unquenched calculation using this approach is underway [19]. It is expected that these calcula-
tions, to be completed in 2008, will be limited by the large violation of chiral symmetry that occurs
for masses as large asmK and will yield errors on the order of 30%. Over the next coupleof years,
this work will be extended to the fullKππ vertex to provide additional constraints on the chiral
perturbation theory description [20, 21, 22].

The larger volumes and smaller masses targeted by this proposal will permit further refinement
of the study ofK → ππ amplitudes using chiral perturbation theory. What is much more impor-
tant, however, is that these larger volumes and smaller quark masses will permit direct calculation
of K → ππ decay amplitudes as matrix elements between the kaon state and proper, energy con-
serving two-pion final states. Earlier calculations [23] demonstrate that with these volumes and
quark masses calculations of the∆I = 3/2 amplitudes should be possible with errors well below
10%. The more important∆I = 1/2 are much more difficult due to operator mixing and quark-
disconnected contributions. However, errors on the order of 20% may be possible using either
twisted boundary conditions [24] or non-zero center of mass momentum [25]. Considerable effort
will be invested in advance of 2010 to prepare for this opportunity.

Other quantities that can be calculated on large volumes areamplitudes involving resonances. Of
particular interest for constraining the SM areB→ K∗γ, B→ ρℓν andB→ ρℓℓ form factors.

Once calculations involving disconnected quarks are possible, there are many additional quantities
of interest. A partial list is the nucleon matrix elements ofq̄q, which control the sensitivity of
some dark-matter detectors,B→ ηℓν form factors, the neutron electric dipole moment, glueball-
q̄q mixing, and lifetime ratios for bottom hadrons.

We close this section with a description of possible ensembles of configurations. For the quantities
for which we are aiming for percent-level or smaller precision, our main challenge is to reduce the
systematic errors from the continuum, chiral and infinite volume extrapolations, as well as from
matching of continuum and lattice operators. Thus, on the numerical side, we need to reduce the
lattice spacing and the minimal light-quark mass, while holding the volume large enough that finite
volume errors are smaller than our desired precision. In addition, we need large enough ensembles
that statistical errors are smaller than those from systematics. Finally, we need to improve the
matching calculations— from one-loop to either two-loop ornon-perturbative matching.

Our present work concerning fundamental parameters uses lattices generated with both improved
staggered fermions and DWF, and we assume here that we will continue with this combination.
We stress, however, that the choice of fermion action will bedecided by the collaboration through
the mechanism described in Section4.1, based on its estimate of the optimal approach to obtaining
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timely physics results. Our simulations with staggered fermions use a rooted determinant to deal
with the effects of the additional fermion varieties (”tastes”) that are intrinsic to this formulation.
Previous studies have shown that many quantities of interest can be calculated to high accuracy
with this approach [2, 3, 4, 7].

We now give examples of what will be possible given the computational power we would obtain
with the proposed LQCD-ext resources together with estimated time on leadership class machines.
We expect that the generation of configurations and some general-purpose propagators will be
done on the leadership-class machines, while the calculation of most of the propagators together
with the analysis will be done on USQCD dedicated hardware. We expect a ratio of about 1:1
for these two components. Thus it is not unreasonable that 200 Tflop-Years [26] will be available
for configuration generation for flavor physics in LQCD-ext.Given our expectation that we can
roughly double our resources by sharing configurations withresearchers in other countries, we give
an example of lattices that will require about 400 Tflop-Years in total. We note that all estimates
are for sustained performance [27].

a (fm) mℓ/ms Size mπ (MeV) L (fm) Lmπ MC traj. TF-Yrs
0.09 0.075 483×96 200 4.3 4.4 5000 0.5
0.06 0.10–0.4 723×144 230 4.3 5.0 5000 7.1
0.06 0.075 723×144 200 4.3 4.4 6000 4.3
0.06 0.050 723×144 163 4.3 3.6 6000 7.0

0.06 TOTAL 18.4
0.045 0.15–0.4 963×192 282 4.3 6.2 5000 18.9
0.045 0.1 963×192 230 4.3 5.0 6000 13.5
0.045 0.075 963×192 200 4.3 4.4 6000 19.1
0.045 0.05 963×192 163 4.3 3.6 6000 32.1

0.045 TOTAL 83.6

Table 3: CPU requirements in Tflop-Years (TF-Yrs) for possible future unquenched configurations with HISQ
fermions. “MC traj.” gives the lengths of the runs in molecular dynamics trajectories. These lengths are chosen
so that statistical errors should be sub-dominant for quantities of interest. The firsta = 0.06 fm row gives the total
Tflop-Years for ensembles with this lattice spacing andml/ms = 0.1, 0.15, 0.2 and 0.4. The values ofmπ andLmpi
is this row are forml/ms = 0.1. Similarly, the firsta = 0.045 fm row gives the total TF-Yrs for ensembles with
ml/ms = 0.15, 0.2 and 0.4. The values ofmπ andLmpi is this row are forml/ms = 0.15. All estimates are for two
degenerate light quarks of massml and a strange quark at its physical mass.

We expect that ensembles generated with staggered fermionswill use the “highly improved stag-
gered quark” or HISQ action [28]. This reduces discretization errors by a factor of 2–3 compared
to the second-generation “Asqtad” action which we currently use. By the end of LQCD we will
have completed a substantial ensemble with Asqtad sea-quarks: a = 0.15,0.12,0.09,0.06fm with
mℓ/ms down to 0.1 andLmπ ≥ 3.5. This ensemble is the basis for many of the 2009 estimates
given above. We also expect within LQCD to produce a HISQ ensemble of similar size to the
present MILC ensemble, witha = 0.15,0.12,0.09fm,mℓ/ms≥ 0.1 andLmπ ≥ 3.6. This will take
about 1.3 Tflop-Years in total, and will allow us to validate this action and optimize our generation
codes. We note that running ata = 0.09fm with the HISQ action leads to similar discretization
effects to running ata = 0.06fm with the asqtad action. A possible plan for HISQ runningin
LQCD-ext is presented in Table3. We aim to push two further steps downwards in lattice spacing
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a (fm) mℓ/ms Size mπ(GeV) L (fm) Lmπ MC traj. TF-Yrs
0.086 0.150 483×64×16 276 4.1 5.8 6000 7
0.086 0.093 483×64×16 217 4.1 4.5 2400 3

0.086 TOTAL 10
0.125 0.134 323×64×24 250 4.0 5.1 4000 2
0.125 0.102 323×64×24 218 4.0 4.4 4000 2
0.125 0.102 483×64×24 218 6.0 6.6 4500 9
0.125 0.071 483×96×24 181 6.0 5.5 4500 18
0.125 0.039 483×96×24 135 6.0 4.1 6000 34

0.125 TOTAL 65
0.094 0.102 643×96×24 218 6.0 6.6 6700 65
0.094 0.071 643×96×24 181 6.0 5.5 7000 78
0.094 0.039 643×96×24 135 6.0 4.1 7600 115

0.094 TOTAL 258

Table 4:CPU requirements for possible future unquenched ensemblesusing DWF. Lattices are five dimensional, with
the last entry in the ”size” being the length of the fifth dimension. An improved action will be used for the simulations
at a = 0.125 and 0.094fm, as discussed in the text. We estimate the (at present unknown) extra computational cost of
simulating with the improved action by increasing the fifth dimension by 50%.

(each roughly halvinga2), and to halvemℓ. We choose the same volume for all lattices because we
expect to perform partially quenched calculating using thesame valence quark masses on each of
them (running down tomℓ/ms ≈ 0.05), and thus wish to maintain small finite volume errors from
pions composed of valence quarks.

Our tentative proposal for DWF, shown in Table4, addresses two goals. The first is to complete the
set of lattice ensembles begun in 2005 witha = 0.11 and 0.086fm and the Iwasaki gauge action.
The plan is to extend the collection of ensembles being created under LQCD by increasing the
statistics for the smallest light quark mass ensemble and byadding a larger volume ensemble at
the next-to-lightest quark mass. We anticipate completingthis goal in 2010.

Our second goal is to move rapidly toward physical light quark masses and correspondingly larger
physical volumes. This allows us to use the advantage of DWF—good chiral symmetry—to its full
extent. In order to reach substantially lighter quark masses we must decrease the residual quark
mass resulting from the small chiral symmetry breaking thatis present for DWF when the fifth
dimension (Ls) is finite. This will be achieved using an improved action (likely a combination
of using a twisted-mass Wilson determinant ratio [29, 30] [with non-zero imaginary mass in the
numerator so that topology is sampled ergodically], or Moebius fermions [31], or both). We aim
to reduce the residual mass to 0.75MeV (compared to 5 and 1MeV on present coarse and fine
lattices, respectively), so that physical quark masses canbe reached with the contribution from
residual chiral symmetry breaking being 30% or less.

Once we change to an improved action the discretization errors are altered, and there is no advan-
tage to continuing with the present lattice spacings (0.11 and 0.086fm). Thus we propose to use
two somewhat coarser ones, 0.125 and 0.094fm, as shown in the table. This allows us to reach the
large volumes and small quark masses required for the study of K → ππ decays within LQCD-ext.
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Our tentative plan is to first undertake the simpler coarse lattice calculations for a sequence of light
quark masses running down to the physical value. This would eliminate the chiral extrapolation
error and represent a watershed for lattice QCD calculations. The volumes are chosen to keep
Lmπ ≥ 4. We would then repeat the calculations at the finer lattice spacing, maintaining the same
physical volume and the quark masses, so as to determine the size of lattice spacing artifacts.
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Figure 3:Phase diagram of strongly interacting matter.

2.2 QCD at Nonzero Temperature and Density

Under extreme conditions of high temperature or high baryonnumber density, strongly interacting
matter is expected to have a rich phase structure as indicated in Fig. 3. Characterizing and quan-
tifying the drastic changes in the interaction among elementary particles that go along with such
phase changes requires a vigorous experimental program accompanied by large scale numerical
calculation.

Over the next decade high performance computing resources will reach the petaflops scale. Cou-
pled with current and planned experiments at the Relativistic Heavy Ion Collider (RHIC), the
European heavy ion facility (FAIR), and the Large Hadron Collider (LHC), these computational
resources will offer significant opportunities for the advancement of our understanding of the prop-
erties of strongly interacting matter at high temperaturesand densities.

Lattice quantum chromodynamics is our only source ofab initio information about the properties
of strongly interacting matter at or near thermal equilibrium and at or near zero baryon number
density. Phenomenological models, e.g. hydrodynamics, extend beyond equilibrium and provide
the bridge between lattice QCD and the experimental regime.Thus lattice QCD simulations en-
large our understanding of the properties of matter at high temperatures and constrain and validate
the phenomenological models.
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In the following sections we identify four key computational projects requiring approximately
100 Tflop-Years [26] each that promise significant quantitative and qualitative gains in our knowl-
edge of (1) the equation of state at zero and nonzero density,(2) plasma structure and transport
properties, and (3) the phase diagram of QCD at zero and nonzero density.

We estimate the computational cost of each project in the subsections below. The estimates are
summarized in Table5. A brief explanation of some of the simulation parameters isin order. The
simulation temperature is determined froma, the lattice spacing, andNτ, the extent of the lattice
in the Euclidean time direction, according toT = 1/(Nτa). Thus at any given temperature, the
approach to the continuum requires a largerNτ.
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Figure 4:Results for the EoS based on recent calculations with improved staggered quarks. On the left we show the
difference of energy density and three times the pressure [32, 33], which is sometimes called the interaction measure.
It summarizes our current knowledge of the EoS at low and hightemperature at vanishing chemical potential. On the
right we compare the ratio of pressure (p) to energy density (ε) at zero baryon number and at nonzero baryon number
along curves of fixed entropy (S) per quark (or baryon) (NB = Nq/3) [34]. Here the temperature is given in units of the
crossover temperatureT0.

2.2.1 Quark-gluon plasma equation of state

In the hydrodynamic modeling of the expansion of dense matter created in a heavy ion collision,
an accurate determination of the equation of state and its associated thermal quantities, namely,
energy and entropy density, pressure, and the velocity of sound, are of central importance.

Lattice methods for determining the equation of state (EoS)are well developed, but numerically
intensive. Figure4 illustrates our present knowledge of the continuum EoS. It comes with statistical
errors of order 15% and probably comparable systematic errors. Statistical errors can be decreased
with longer runs. The principle sources of systematic errorare lattice artifacts that decrease with
decreasing lattice spacing.

The most successful formulation of lattice quarks for QCD thermodynamics, staggered quarks,
has extra quark species that give rise to “taste” multipletsof mesons, including pions. Although
we can compensate through standard methods for the additional degrees of freedom, at the coarse
lattice spacing of current simulations a pion gas is not accurately simulated. When the lightest
pion has the correct experimental mass, the other pion species in the taste multiplet are heavier.

11



The possible consequences for the equation of state at temperatures slightly below the crossover
are not well understood.

The promising, but considerably more computationally expensive DWF formulation of lattice
quarks, has the correct number of mesons from the start, but has a related lattice artifact, the
“residual quark mass”, that gives the pion an unwanted additional effective mass. This artifact can
also be systematically and indefinitely reduced, but at further computational expense.

There are two ways to reduce lattice artifacts: reduce the lattice spacinga and improve the ac-
tion. No matter the quark formulation, the computational cost of an equation of state study grows
roughly asa−11 with quark masses fixed in physical units. Thus the greatest advances over the
past decade have come from improvements in the action that reduce lattice artifacts. Obviously,
this is the approach we embrace. In particular, the lattice community has developed increasingly
improved formulations of staggered quarks that reduce dramatically the splitting of the taste mul-
tiplets. The most successful to date is the highly improved staggered quark (HISQ) action [35].
Compared with the extensively studied “asqtad” action, theHISQ action reduces taste splitting in
the pion multiplet by over a factor of two at an additional computational cost of only 30 - 40%. We
are currently evaluating the suitability of this action foruse in thermodynamic studies.

We plan a calculation of the equation of state with a lattice extent of Nτ = 12 for temperatures
up to two times the transition temperature. The lattice spacing in the transition region is approx-
imately 0.09 fm. Lattice artifacts would be reduced by more than half from present simulations,
allowing substantial reductions in the error in the extrapolation to zero lattice spacing. The bulk
thermodynamic quantities of the equation of state are renormalized by subtracting their values at
zero temperature. Thus the determination of the equation ofstate requires a series of simulations
at different temperatures (lattice size 483×12) together with a series of matched zero-temperature
simulations (lattice size 484) at the same lattice parameters. We estimate the computational cost of
the project to be 110 Tflop-Years.

2.2.2 Domain Wall Fermion cross check

The domain wall formulation does not have the spectral lattice artifacts of staggered quarks. How-
ever, it is far more computationally expensive. The qualityof its chiral behavior is measured by
the “residual quark mass” parameter. AtNτ = 10 in the transition region, we know from other
tests that this quantity is small enough to assure good control of the residual mass. Our goal is to
check the determination of the crossover temperatureTc and the strength of the peak in the chiral
susceptibility. We intend to perform a calculation at four temperatures in this critical region on a
483×10×Ls lattice with the fifth-dimension,Ls = 96. A calculation at twice the physical light
quark mass would be sufficient for a comparison with staggered quark calculations and will allow
us to judge systematic effects that may arise in thermodynamic studies through violations of chiral
symmetry. We estimate the computational cost of the projectto be 80 Tflop-Years.

2.2.3 Equation of state at nonzero density

Heavy ion collisions occur in a baryon-rich environment, whereas lattice simulations are naturally
suited for zero baryon density,i.e. zero baryon chemical potential. For technical reasons direct
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simulation at nonzero density and appropriately large lattice volume is extremely difficult. To
reach a small, nonzero baryon number density, one constructs the Taylor series expansion in the
chemical potential [36]. The coefficients of the series are evaluated in a standard simulation at
zero chemical potential. This method is effective for the relatively low baryon number densities of
heavy ion collisions. As more terms in the Taylor are calculated, it becomes possible to push to
higher chemical potential. The state of the art of such calculations is given in Fig.4 (right).

Upcoming low energy runs at RHIC will achieve higher baryon density. Present determinations
lose statistical significance beyond sixth order in the Taylor series. Knowing higher terms allows
us to extend predictions to higher baryon density. We propose a calculation of the equation of state
at nonzero density by means of a determination of Taylor series coefficients up to eighth order.

The calculation reuses the lattices generated in the equation of state study. It involves a large
set of inversions of the fermion matrix with different random starting vectors. The number of
random vectors needed to reach comparable statistical error in different ordersN of the Taylor
expansion grows exponentially,i.e. roughly as 4N. Moreover, the computational effort per set of
random vectors increases approximately as 1.5N. The overall computational effort thus rises like
6N. Extrapolating in this way from present calculations, we estimate the cost of this project to be
80 Tflop-Years.

2.2.4 Plasma Structure and Transport Properties

Deconfinement implies the dissolution of hadrons into theirconstituents. Thus, one would ex-
pect that an experimental signal for deconfinement in heavy ion collisions is the disappearance
of the charmonium and bottomonium peaks in dilepton production. Lattice simulations and the
analysis of experimental measurements suggest, however, that hadronic matter is strongly inter-
acting at temperatures well aboveTc. Consequently quarkonium production is suppressed to a
degree that depends on temperature. Except for some exploratory studies with dynamical stag-
gered quarks [37] quarkonium spectroscopy at high temperature so far has been done in quenched
lattice calculations [38, 39]. As the calculation of heavy quark correlation functions is computa-
tionally not very demanding, their analysis in QCD with light quarks will naturally be a part of the
studies of transport properties in the light quark sector which we describe in the next paragraph, at
almost no extra cost. However, it still is important to complete the current studies in the quenched
approximation through investigations of the momentum dependence of quarkonium suppression,
which requires large spatial lattice size in order to reach non-zero momenta that are smaller than
the temperature. We estimate the cost of this project to be 20Tflop-Years.

A major puzzle from RHIC experiments is the large degree of collectivity, i.e. large elliptic flow.
If this happens because the system is thermalized to a good approximation, the degree of quarko-
nium suppression should provide an estimate of the temperature. So far, relatively little is known
about quarkonium properties at nonzero temperature; therefore, lattice information is crucial. If
the system is locally thermalized, it should have a very low shear viscosity,i.e very small mean
free path to produce the observed flow. On the other hand, the bulk viscosity is expected to rise
dramatically in the vicinity of the QCD transition. This will be even more relevant in the vicinity of
a second order transition point, as it might exist at non-zero density. The bulk viscosity is expected
to diverge at a second order transition point.
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Figure 5:The ratio of bulk viscosity and entropy density determined from QCD sum rules using lattice results on
the QCD equation of state as input [40].

While the analysis of heavy quark properties requires the calculation of hadron correlation func-
tions, one needs to analyze correlation functions of the energy momentum tensor to extract vis-
cosities [40, 41]. We show in Fig.5 a recent estimate of the bulk viscosity based on lattice studies
of the trace anomaly (energy density minus three times the pressure) in QCD on lattices with tem-
poral extentNτ = 6 and phenomenological input from QCD sum rules [40]. We plan to overcome
the latter approximation through direct studies of correlation functions of the energy momentum
tensor of QCD on the lattice. So far this has only been done forSU(3) gauge theories [41]. We plan
to perform calculations with light dynamical quarks on lattices of size 483×Nτ with Nτ = 12, 16
at several values of the temperature in the transition region, i.e for T ∼ (1− 1.5)Tc. As chiral
symmetry is not a major concern for these studies, they can beperformed within a staggered quark
discretization scheme, and can partly utilize configurations generated for the study of the equation
of state onNτ = 12 lattices. We estimate the cost for this project to be 100 Tflop-Years.

2.2.5 The phase diagram of strongly interacting matter

Lattice calculations currently provide the onlyab initio, quantitative method for determining the
phase diagram of strongly interacting matter. Figure6 illustrates our present understanding at zero
baryon number density (vanishing quark chemical potential). The extension of this diagram to
nonzero baryon density is largely unexplored. Whereas at zero density the transition from the con-
fined regime to the plasma regime is most likely a smooth crossover, it may happen that at nonzero
density we encounter a genuine phase transition with dramatic consequences for heavy ion colli-
sions and the structure of dense stars. Confirming the existence of a second order phase transition
point at nonzero density and subsequently determining its location accurately can only be achieved
through demanding numerical calculations. Experiments atRHIC and FAIR are under considera-
tion that would search for this critical point. Quantitative predictions from lattice calculations are
needed.

The question we will address is whether the critical line at unphysical quark masses in Fig.6
moves outward toward physical quark masses as the chemical potential is increased. This question
was addressed by de Forcrand and Philipsen [42] by introducing an imaginary chemical potential.
We propose, instead, to reach nonzero chemical potential using a Taylor expansion. The calcu-
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lation must be done at several carefully selected light quark masses. We estimate the cost of the
calculation to be 100 Tflop-Years.

2.2.6 Conclusion

The advent of petaflops-scale computing promises dramatic gains in our understanding of the prop-
erties of strongly interacting matter at high temperaturesand densities. We have described a pro-
gram of lattice calculations that will (1) allow us to determine the equation of state of strongly
interacting matter to an accuracy of 5%, (2) advance our understanding of the structure of the
quark-gluon plasma, (3) determine some key transport coefficients, and (4) locate the critical sur-
face of the QCD phase diagram at zero baryon density and predict its curvature as the baryon
density is increased. The first goal will provide essential,solid input for hydrodynamical model-
ing of heavy ion collisions; the second will contribute to our understanding of the survivability of
hadrons at high temperature; the third and most ambitious goal could very well give us the first
reliable lattice result for a transport coefficient of the quark-gluon plasma; and the fourth could
represent a potential breakthrough by moving us from a qualitative to a quantitative understanding
of the phase diagram.

We have described a series of projects that can be tackled with resources of approximately 500
Tflop-Years. We place highest priority on the equation of state and the determination of transport
coefficients.
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Project Lattice T values Quark MC traj. TF-Yrs
Masses

EoS:µ= 0, T < 2Tc 483×12 10 2 100,000 110

EoS:µ= 0, T < 2Tc 484 10 2 25,000

EoS DWF:µ= 0, T ≈ Tc 483×10×96 4 1 50,000 80

EoS:µ> 0 T < 0.95Tc 8th order 323×8 3-4 1 50,000 80

phase boundaryµ≥ 0 323×6 4 5 10,000 100

spectral function, quenched 1283×Nτ 7 1 10,000 20

transport, dynamical 483×Nτ 7 1 10,000 100

Table 5: CPU requirements in Tflop-Years for the thermodyanmics projects discussed in the text. Cost estimates
are based on current experience atNτ = 6 and 8. The computational effort is assumed to scale with decreasing lattice
spacing asa−11 with quark masses fixed in physical units. Simulations labeledµ= 0 are at zero quark number density.
Simulations labeledµ> 0 imply a Taylor expansion in chemical potential to reach small nonzero densities. Tempera-
ture ranges are expressed in terms ofTc, the relevant crossover temperature. The parameter “MC traj.” measures the
size of the statistical sample needed. The lattice dimension for the domain wall fermion simulations (DWF) includes
the “fifth dimension”Ls parameter.

2.3 The Spectrum, Structure, and Interactions of Hadrons

Understanding how the structure, spectroscopy, and interactions of hadrons emerge from QCD is
one of the central challenges of contemporary nuclear physics. With recent investment in USQCD
computer resources, advances in lattice field theory, and algorithmic developments, lattice QCD
has entered a new era in whichab initio calculations of hadron structure observables can be com-
pared directly with experiment. Hence, lattice QCD has now become an essential tool for nuclear
physics, and with the necessary resources, it is poised to have major impact on contemporary
experiments and on our fundamental understanding of hadronstructure.

One central goal in hadron structure is precision calculation of fundamental experimental quantities
characterizing the nucleon. These include form factors specifying the distribution of charge and
current and how constituents interact to recoil together athigh momentum transfer, moments of
parton densities, helicity, and transversity distributions as a function of momentum fraction, and the
moments of generalized parton distributions (GPD’s). The calculations of all of these are specified
as DOE Nuclear Physics 2014 milestones in Hadronic Physics (HP) [43]. These first principles
calculations will have direct impact on key experimental HPmilestones at TJNAF and RHIC-spin,
including measuring the spin carried by glue in the proton and extracting accurate information
on generalized parton distributions, determining EM and electroweak form factors and measuring
flavor-identifiedq and q̄ contributions to the proton spin. Another goal is obtaininginsight into
how QCD works: How does the spin of the nucleon arise from the helicity and orbital angular
momentum of quarks and of gluons? What is the fundamental mechanism for confinement and
what is the role of diquarks and instantons in hadrons? How does hadron structure change as one
varies parameters that cannot be varied experimentally, such as the number of colors, the number
of flavors, the quark mass, or the gauge group? Finally, one can exploit lattice QCD to provide
information complementary to experiment. For example, themoments of GPD’s calculated on
the lattice and the convolutions of GPD’s measured experimentally can be combined to constrain
GPD’s far more effectively than either experiment or lattice QCD could separately.

16



0 0.2 0.4 0.6
m

2

π  (GeV)
2

0

0.2

0.4

0.6

0.8
sq

rt
[〈r

2 〉 chp
− 

 〈r
2 〉 chn

]  
(f

m
)

expt
mπ = 359 MeV

mπ = 498 MeV

mπ = 605 MeV

mπ = 696 MeV

mπ = 775 MeV

Dirac isovector charge radius

0.2 0.4 0.6 0.8
mΠ

2
@GeV2

D

-0.2

0

0.2

0.4

co
nt

rib
ut

io
ns

to
nu

cl
eo

n
sp

in

Lu

Ld

DS
u
�2

DS
d
�2

0.2 0.4 0.6 0.8
mΠ

2
@GeV2

D

-0.2

0

0.2

0.4

co
nt

rib
ut

io
ns

to
nu

cl
eo

n
sp

in

Figure 7: The left panel shows chiral extrapolation of the nucleon isovector charge radius, compared with experi-
ment. The right panel shows the connected diagram contributions of the spin of the up and down quarks,∆Σu,d, and of
the orbital angular momentum of the up and down quarks,Lu,d, to the total spin of the nucleon. The spin contributions
are consistent with recent HERMES measurements (solid stars) and although the total orbital contribution is small, the
u andd contributions are large and interestingly different from simple quark models.

A detailed knowledge of the meson and baryon spectra from first principles will distill the key
degrees of freedom needed to describe the bound states of thetheory. The complete combined
analysis of available experimental data on the photoproduction of nucleon resonances and the mea-
surement of the electromagnetic properties of the low-lying baryons are both HP milestones. The
so-called hybrid mesons, a new form of excited state in whichexcitations of the gluon field play an
explicit structural role, would be especially interesting, and the GlueX Collaboration proposal to
seek information about exotic mesons is a flagship componentof the 12 GeV upgrade at TJNAF.
These intense experimental efforts have spurred a commensurate effort to predict and understand
the hadron spectrum from first principles using lattice QCD.

A grand challenge for strong interaction physics is to be able to rigorously compute the properties
and interactions of nuclei. The many decades of theoreticaland experimental investigations in
nuclear physics have, in many instances, provided a very precise phenomenology of the strong
interactions in the non-perturbative regime. However, at this point we have little understanding of
much of this phenomenology in terms of QCD. Acquiring this understanding is at the core of the
HP milestone relating to a microscopic understanding of light nuclei, and the amalgam of lattice
QCD and effective theories will be essential to its achievement.

2.3.1 Accomplishments

During the past five years, USQCD theorists have calculated abroad range of nucleon observ-
ables in full QCD for a range of quark masses down to the chiralregime, where the pion mass
is as low as 350 MeV and chiral perturbation theory enables extrapolation to the physical pion
mass. The first calculations with Wilson fermions were restricted to pions above 500 MeV and
introduced the methodology for calculating the lowest three moments of quark, spin, and transver-
sity distributions [44], electromagnetic and generalized form factors corresponding to the lowest
three moments of generalized parton distributions [45, 46], and transition form factors between the
nucleon and Delta to explore the role of deformation [47, 48].
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An important step toward the chiral regime with light quarkswas taken by introducing a hybrid
action combining computationally economical staggered sea quark configurations generated by the
MILC collaboration and domain wall valence quarks that havelattice chiral symmetry. Nucleon
observables were calculated at five pion masses down to 350 MeV with a lattice spacing ofa =
0.125 fm. Volumes of (2.5 fm)3 and (3.5 fm)3 were used at the lightest mass, and observables were
extrapolated to the chiral limit using chiral perturbationtheory [49, 50, 51, 52].

One salient accomplishment was calculating the nucleon axial charge, governing neutronβ decay,
to a precision of 6.8% and in agreement with experiment [49]. Another significant result was cal-
culation of the isovector electromagnetic form factor, andas shown in Fig.7, the isovector charge
radius calculated from the slope of theF1 form factor extrapolates via chiral perturbation theory
close to the experimental value [53]. These hybrid action calculations also provide a first glimpse
of the origin of the nucleon spin in the chiral regime. The contribution of the spin of an up or
down quarkq to the total spin of the nucleon is given by the zeroth moment of the spin depen-
dent structure function12∆Σq = 1

2〈1〉∆q and by the Ji sum rule [54], the contribution of the quark
orbital angular momentum is given byLq = 1

2

(
Aq

20(0)+Bq
20(0)

)
− 1

2∆Σq. The dominant connected
diagram contributions to these matrix elements [52] are shown in the right panel of Fig.7, where
one observes that the chiral extrapolation of the spin contributions extrapolate to the experimen-
tal HERMES results and the orbital contributions are separately substantial and of the opposite
sign from that given by the Dirac equation in a central potential. Additional accomplishments
include calculation of the vector and axial transition formfactors for the nucleon to Delta transi-
tion [55, 56, 57], yielding non-zero electric and Coulomb form factors revealing deformation, and
use of partially quenched calculations to determine the neutron-proton mass difference [58].

Recently, more computationally expensive dynamical domain wall hadron structure calculations
are also entering the chiral regime. The axial charge and first moments of the quark and spin
distributions have been calculated with two flavors for pionmassed down to 490 MeV [59, 60],
and first results for vector and axial form factors, the tensor charge, and the first moments of
the quark and spin distributions have been reported for 2+1 flavors at four masses from 330 to
670 MeV [61].

In spectroscopy, correlation matrix techniques offer a powerful means for determining the excita-
tions of the theory, successfully demonstrated in the determination of the pure-gauge Yang-Mills
glueball spectrum [62, 63]. The technique requires a basis of operators respecting the symmetries
of the lattice. Such a basis for baryon states has been developed [64, 65], and their efficacy demon-
strated in the quenched approximation to QCD [66, 67], illustrated in Fig.8. In the meson sector,
important progress has been made at identifying the spins ofstates in the approach to the continuum
limit, and applying this method to resonance spectrum in charmonium [68]. The first calculation
of the transition form factors between the lowest-lying charmonium states was performed, show-
ing good agreement both with QCD-inspired models, and with experimental measurements [69],
and the two-photon decay rate was computed [70], laying the ground for future studies of mesons
composed of light (u/d) and strange quarks.

The foundation of the successes at studying the nature of thehadron-hadron interaction was the
realization that lattice computations in the foreseeable future could be used to derive rigorous
results for nuclear physics, opening up a new avenue for lattice computations that are at the core
of this proposal [71].
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Meson-meson scattering lengths were calculated with domain-wall fermions onNf = 2+ 1 dy-
namical MILC sea configurations with pion masses down tomπ ∼ 290 MeV [72, 73], obtaining
the results shown in Figure9. The first prediction of theKπ scattering lengths in both isospin
channels was made possible by combining the lattice QCD calculation in theI = 3/2 channel with
chiral perturbation theory, the result of which is also shown in Figure9.

The first studies of nucleon-nucleon scattering with fully-dynamical lattice QCD were performed [74].
Although the pion masses employed were too large to uniquelymatch to low-energy effective the-
ory, the calculation demonstrated the power of the method, which we will exploit in this proposal.
In addition, the first calculations of hyperon-nucleon interactions were performed [75], in which it
was shown that the scattering phase-shifts for elastic processes, such asnΣ−, of importance for the
nuclear equation of state at high densities can be extracted.

2.3.2 Future opportunities

Using the methodology and algorithms already developed andtested in calculations entering the
chiral regime, the proposed new computational resources will enable precision calculation of wide
range of isovector operators that can be evaluated with connected diagrams, including electroweak
form factors, moments of structure functions, generalizedform factors corresponding to moments
of generalized parton distributions, and transition form factors, ultimately reducing the combina-
tion of systematic and statistical errors to the level of a few percent. Future calculations will utilize
dynamical domain wall fermions, which will reduce systematic error and enable calculations far
closer to the chiral limit. Between now and 2010, configurations will be generated with lattice
spacing 0.086 fm at pion masses 330, 276, and 194 MeV and lattice volumes (2.7 fm)3 and (4.1
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fm)3. As shown in Table4, calculations from 2010 to 2014 will focus on two objectives. The first
is to complete calculations with the same action at four masses with the high statistics required
for precision calculations. The second is to utilize algorithmic improvements in a new action that
will enable calculations down to the physical pion mass withmore accurate enforcement of chiral
symmetry and larger volumes. Note that for baryon observables, the amount of computer time
required to analyze a configuration is of the order of half thetime required to generate it.

In addition, the proposed resources will also enable crucial calculations on new, presently inacces-
sible observables. To calculate flavor-singlet matrix elements, in addition to the connected contri-
butions, it is necessary to calculate disconnected contributions, which are typically several orders
of magnitude more computationally expensive. Current development of eigenmode expansions
and stochastic source techniques will enable calculation of flavor singlet form factors, moments
of quark distributions, and generalized form factors, thereby addressing the full range of experi-
mental nucleon observables including strangeness contributions. Building on the successful use
of an improved gluon operator to calculate the gluon contribution to the pion momentum [77], the
contribution of gluons to the nucleon mass, momentum and angular momentum, along with the as-
sociated mixing of gluon and flavor singlet operators, will be calculated. Additional opportunities
that may be accessible include operator mixing of higher moments of structure functions and gen-
eralized form factors, higher twist operators, the neutronelectric dipole moment, and differences
between moments of structure functions of a free neutron plus a free proton and a deuteron.

In spectroscopy, the resources requested in this proposal will enable USQCD to capitalize on the
achievements cited above to perform a program of computations that will provide insight into the
resonance structure of QCD, and be crucial for achieving theDOE’s investment in experimental
resources.

The anisotropic Clover lattices tabulated in Table6 are designed to enable high-precision investi-
gations of the resonance spectrum. Lattices are generated at two volumes to enable the single- and
multi-hadron states to be delineated, at two lattice spacings to enable the approach to the contin-
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a (fm) mℓ/ms Size mπ (MeV) L (fm) Lmπ MC traj. TF-Yrs

0.10 0.096 483×128 220 4.8 5.3 10000 5.0

0.10 0.065 483×128 180 4.8 4.3 10000 5.6

0.10 0.065 643×128 180 6.4 5.8 10000 16.5

0.10 0.036 643×128 135 6.4 4.3 10000 20.5

0.10 0.036 803×128 135 8.0 5.4 10000 47.3

0.10 TOTAL 94.9

0.08 0.096 483×128 220 3.8 4.2 10000 6.7

0.08 0.096 563×128 220 4.5 4.9 10000 11.9

0.08 0.065 563×128 180 4.5 4.0 10000 13.5

0.08 0.065 723×128 180 5.8 5.2 10000 34.6

0.08 TOTAL 66.7

Table 6:CPU requirements in Tflop-Years (TF-Yrs) [26] for possible future configurations with anisotropic Clover
quarks. “MC traj.” gives the lengths of the runs in moleculardynamics trajectories. These lengths are chosen so that
statistical errors should be sub-dominant for quantities of interest. All estimates are for two degenerate light quarks of
massml and a strange quark at its physical mass.

uum limit to be explored, and at decreasing values of the pionmass. In addition to the resources
devoted to gauge-configuration generation, we will exploitrecent progress in applying stochastic
methods for the computation of “all-to-all” propagators [78], enabling many correlation-function
measurements to be performed on each computation, and the computation of correlation functions
for multi-hadron states. We estimate the computational cost of these measurements to be similar
to those for gauge generation with the relative cost decreasing at decreasing pion mass.

In the first stage of this work, we will investigate the spectrum on volumes to 4 fm, at a lattice
spacinga = 0.1 fm and at pion masses down to 220 MeV. This will yield the firstcalculations in
the light-quark regime of the spectrum of exotic meson masses, and the first predictions of theπ1
hybrid photocouplings to conventional mesons, providing vital input into the GlueX experimental
program. This regime will see the emergence of resonances, lying above two-particle decay chan-
nels into which they can, in the continuum, decay. Thus, measuring decay widths on the lattice
will be an essential component of the program, and can be be accomplished using the volume de-
pendence of the energy [79]. The efficacy of this method has been demonstrated recentlyin the
computation of the width of theρ mass [80]. The computation of the low-lying baryon resonance
spectrum, including their decay widths, will confront the experimental analysis to yield insights
into the degrees of freedom of QCD.

By the end of the third year of the project, ensembles will have been generated enabling com-
putations of the spectrum at two lattice spacings, at two volumes and at pion masses down to
180 MeV. Thus the spectrum of baryons and mesons in the continuum limit will be known, and
the transition form factors for many of these states will become accessible. At the culmination
of the proposal, the first lattices at the physical value of the light-quark masses will be available,
enabling the achievement of the goal of lattice computations of the spectrum for direct comparison
with experiment.
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The program to understand the hadron-hadron interaction imposes the same requirements as that
to extract the spectrum and hadron structure, notably, the ability to resolve the spectral eigenvalues
with high precision, the need for computations at several volumes to extract the scattering lengths,
and the matching of the calculations to the chiral effectivetheory to describe interactions at the
physical quark masses. The development of efficient stochastic solvers for the quark propagators
will be especially beneficial, enabling multi-hadron states to be investigated.

Computations on the anisotropic lattices at volumes of 4 fm and pion masses down to 220 MeV
will enable high-precision calculations of theππ, Kπ andKK scattering amplitudes, and provide
predictions that can confront the upcoming experimental determinations. Exploiting the lattices at
pion masses down to 180 MeV will enable us to determine the nucleon-nucleon scattering lengths
within the range of convergence of effective field theory with sufficient precision to enable an
extrapolation to the physical pion mass.

Beyond the benchmark calculations discussed above, the hyperon-nucleon interaction isterra
incognita. It has important astrophysical implications, in particular impacting the late time evolu-
tion of supernova. Thus, hypernuclear experimental programs are gaining increasing prominence.
Furthermore, the hyperon-nucleon interactions probes an additional aspect of the nuclear force,
the role of valence strange quarks in the force between hadrons. Thus, these resources will en-
able an important new avenue for lattice QCD to work in concert with a vigorous experimental
hypernuclear program.

2.4 Lattice Gauge Theory for Physics Beyond the Standard Model

The first experiments at the Large Hadron Collider (LHC) willsoon begin to probe physics at
the TeV scale, attempting to unravel the dynamics of electroweak symmetry breaking and flavor
physics. They are very likely to reveal new non-perturbative physics beyond the QCD sector of
the Standard Model. Non-perturbative investigations of lattice field theory will play a crucial role
in understanding the theoretical options and the experimental signatures. Theorists have proposed
a wide variety of possible scenarios involving new gauge theories in the TeV region. These, for
convenience, may be placed in three broad categories: Standard Model Higgs, SUSY (e.g. Minimal
Supersymmetric Standard Model or MSSM), and new strong dynamics (e.g. new confining gauge
theories such as technicolor). Some lattice field theory studies have been initiated in all these
categories, but, as in the case of QCD, a serious effort requires substantial computational resources
to carry out full scale simulations that include fermions inthe chiral regime. Fortunately, the LHC
era coincides with the arrival of multi-teraflop/s computers and highly improved algorithms. It is
time to vigorously pursue lattice gauge theories for TeV physics beyond the Standard Model.

2.4.1 Higgs dynamics in the Standard Model

One scenario is the discovery of the Standard Model Higgs at the LHC in a fairly narrow mass
range with little hint of its origin and without other new particles. This is often thought of as
the least exciting option; however, this completion of the Standard Model spectrum raises serious
issues in itself. First is the question of what is actually meant by the Standard Model in practice
and its expected mass range.
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A precise, if somewhat narrow, definition of the Standard Model only allows the well-known renor-
malizable operators in the Lagrangian. This description inperturbation theory ignores the intrinsic
cutoff correctly included in the triviality scenario of theHiggs coupling [81, 82]. If the cutoff is
at the Planck scale, the renormalizable Lagrangian is thought to be sufficient for all practical pur-
poses, and the cutoff only comes into play in setting upper and lower bounds on the mass of the
Higgs particle. The Higgs mass might fit into a narrow band in the 140-180 GeV range, hinting
at a cutoff not far from the Planck scale. However, a Higgs mass significantly outside this range
could signal the presence of nonrenormalizable operators in the effective Standard Model Higgs
Lagrangian with low cutoff. For unexpected Higgs mass values new operators are needed because
a low mass Higgs can trigger an instability due to its large Yukawa coupling to the top quark,
whereas a large mass Higgs implies some new non-perturbative physics. Both features invoke the
presence of higher dimensional nonrenormalizable operators on the TeV scale, but with constraints
from electroweak precision data.

The Standard Model, notwithstanding all its successes, should then be viewed as an effective field
theory with a cutoff much lower than the Planck scale, consistent with new physics in the TeV
mass scale, perhaps within the reach of the LHC. To resolve these issues and to explore the options
for non-perturbative effects in the TeV range it is essential to explore the Higgs-Top and Higgs-
Top-QCD system in the TeV range non-perturbatively. Lattice Higgs simulations have been an
important on going project for more than a decade [81, 82, 83] but only with the advent of Terascale
computing and the application of chiral fermions can one explore coupled Higgs-Top dynamics
properly [84].

Figure 10: The lowest Higgs mass is plotted as a function of the lattice momentum cutoff for three different values
of the Top mass. All simulation data are converted to physical units using v= 246 GeV for the vacuum expectation
value of the Higgs field.

Some preliminary results are displayed in Fig.10for the Higgs mass lower bound in full dynamical
Monte Carlo simulation of the Higgs-Top sector with overlapfermions in the limit of vanishing
Higgs self-coupling at the cutoff scale [84]. It will be important to explore the Higgs-Top phase
diagram for negative Higgs self-coupling on the cutoff scale while dimension six operators provide
the stability.
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A new generation of simulations will be required with increased resources to obtain phenomeno-
logically important results with the lattice artifacts under full control. To stay close to the critical
line of spontaneous symmetry breaking will require the vacuum expectation value of the Higgs
field to be around 0.2 in lattice spacing units, which corresponds to a lattice momentum cutoff of
approximately 3 TeV. To explore Higgs masses in the 100 GeV to200 GeV range will drive down
the Higgs mass to the 0.1 range, which requires spatial lattices with 40 or 50 links. To explore the
heavy Higgs particle scenario will be similarly demanding.In addition, accurate Higgs physics re-
quires a much larger number of lattice configurations than fermionic measurements in lattice QCD.
The representative lattices in Table7 are given for a Higgs mass sequence ofMH = 0.15,0.10,0.08
with the linear box sizeL about 5 times the Higgs correlation length.

2.4.2 Supersymmetric field theories

A second scenario involves the discovery of supersymmetry with its attendant zoo of new particles.
A prime focus of initial work on lattice supersymmetric theories will beN = 1 super Yang-Mills.
It is perhaps the simplest example of a supersymmetric theory and constitutes an important part of
the minimal supersymmetric extension to the Standard Model.

This theory is predicted to have a discreteZN chiral symmetry which has been suggested to break
spontaneously toZ2. First generation numerical simulations of the dynamical theory have already
been performed using domain wall fermions [85]. The breaking of theU(1)R symmetry down to
Z2 is indeed observed. The presence of fractional topologicalcharge on a toroidal lattice was also
observed in the quenched theory using the overlap method. These studies demonstrate that the
lattice can in fact explore the difficult non-perturbative questions regarding this theory.

The next steps forN = 1 super Yang-Mills are to determine in detail the pattern ofU(1)R sym-
metry breaking, give accurate masses of the low lying spectrum and study mixing of the pseu-
doscalar glueball and the eta prime meson. All of these issues have been studied theoretically on
the basis of various conjectures and approximation schemes. ForN = 1 super Yang-Mills, there
are no Nambu-Goldstone bosons; so the box sizeL should be larger that the lightest mass scale
L ≫ O (1/mV). The main effort is to make the gluino mass as light as possible while taking the
continuum limit [85] and controlling finite volume effects. The cost shown in Table 7 is for the
SU(3) gauge group. For other numbers of colorsNc, the cost should scale as

(
(N2

c −1)/8
)1.5

. An
improved quantitative understanding of this theory is the first step toward a better understanding of
super-QCD and similar theories. If the LHC reveals evidencefor new strong dynamics at the elec-
troweak scale it is important to understand whether that dynamics corresponds to a supersymmetric
gauge theory.

A much larger range of SUSY theories are beginning to be considered on the basis of elegant
lattice constructions using ideas drawn from orbifolding in string theory and the twisting procedure
used in constructing topological field theories [86, 87, 88]. These formulations retain a degree of
exact supersymmetry and the hope is that this will dramatically reduce the amount of fine tuning
required to obtain the correct continuum limit. They lead tosurprising lattice geometries such
as that illustrated in Fig.11, where the fermionic partners are scattered on the lattice in manner
reminiscent of staggered fermions, but with no unphysical degrees of freedom. Initial Monte Carlo
simulations of these models have already yielded interesting non-perturbative information on the
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vacuum structure and can be used to probe issues of spontaneous supersymmetry breaking [89].
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Figure 11:On the left is the lattice for supersymmetric Yang Mills ind = 2 with Q = 16 supercharges. On the right
is lattice for supersymmetric Yang Mills ind = 3 with Q = 8 supercharges. Thezi are bosons, while the other fields
are one-component fermions

These theories are also very interesting from a string theory point of view. They are thought
to correspond to ten-dimensional string theories via a set of dualities that generalize the original
AdS/CFT correspondence of Maldacena. This is an area where lattice simulations could play an
important role in casting light on the non-perturbative phase structure of string theories. Initial
work is already allowing us to probe black hole thermodynamics using simulations of thermal
Yang-Mills systems [90]. We anticipate extending these lattice studies to the mostinteresting case
of N = 4 super Yang-Mills in four dimensions within the time frame of this proposal. Code for
simulating this theory is already under development.

2.4.3 New strong dynamics

A third scenario is the discovery of a new strong dynamics forelectroweak symmetry breaking,
which could provide an ideal application for lattice field theory. In this case the Higgs phenomena
may well be most cleanly described as a composite arising in anew strongly coupled gauge field
theory, such as that proposed in technicolor, Higgsless models, and extra-dimensional (Randall-
Sundrum) models. Other strong coupling methods, usually motivated by the AdS/CFT conjecture,
can give only qualitative results, so lattice field theory offers the onlyab initio non-perturbative
method for making quantitative predictions.

In technicolor models, only two flavors are needed to providethe Goldstone modes for the massive
electroweak longitudinal vectors via the Higgs mechanism.Technimeson resonances also occur in
these models with experimental signatures that may mimic the Higgs boson of the Standard Model.
To address the flavor problem and provide masses for StandardModel fermions, technicolor has to
be “extended” with additional techniflavors and new interactions with Standard Model fermions.
However, precision electroweak constraints severely limit the number of additional technifermion
flavors unless their mass scale is pushed into the multi-TeV range, well above the typical elec-
troweak scale of minimal technicolor. The conjectured mechanism that allows light electroweak
bosons and additional multi-TeV fermions to coexist while evading electroweak constraints is for
the additional heavy fermions to slow down the “running” gauge coupling, leading to so-called
“walking” evolution in the infrared (IR). Indeed it has beenknown for a long time that sufficient
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numbers,Nf , of flavors leads to a Banks-Zaks conformal fixed point [91] in the IR, so that the
Yang-Mills theory no longer confines or breaks chiral symmetry, leading to a so called the non-
Abelian Coulomb phase or conformal window. The goal of a “walking” theory is to be just below
the minimum number of flavors required to enter the conformalphase. To determine the mini-
mum number and to understand the dynamics below this point ishighly non-perturbative problem.
Recently, a lattice study [92] using the Schrödinger functional approach for 4-plets ofstaggered
fermions, indicates that the transition to conformal behavior for SU(3) Yang-Mills requires be-
tween 8 and 12 fundamental massless flavors, as illustrated in Fig.12.
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Figure 12: Comparison for the running coupling from step scaling forNf = 8 on the left andNf = 12 on the right
indicating the critical number of flavors for the formation of the conformal window lies in this interval.

The next step in this project is to accurately determine the edge of the conformal window with
domain wall fermions and to perform lattice calculations below the critical number of flavors to
search for signals of walking dynamics. For example in Table7 a series of lattices are proposed
for Nf = 8,9,10,11 holding fixed the lightest non-Nambu-Goldstone boson mass amV ≪ 1. It is
also possible that “walking” may not occur in SU(3) Yang-Mills with fermions in the fundamental
representation or that the required number of fermions is not appropriate phenomenologically.
Since “walking” may occur in Yang-Mills theories with fermions in higher representations of the
gauge group, it is natural to explore these as well. There is some evidence [93] that near conformal
behavior might occur already forNf = 2 flavors for fermions in the6 or 8 representations of SU(3).

In studying theories close to a conformal fixed point one mustbe aware of the danger of enhanced
finite volume effects. This calls for a series of lattices of various volumes and numbers of flavors
approaching the conformal edge to study and even to exploit the finite size effects in measuring
physical parameters. The goal of this project is to understand flavor dependence of the spectra,
particularly the vectorρ and axial-vectora1 mesons, the chiral condensate and the analog offπ.
The spectrum of vector and axial-vector mesons are essential ingredients for the study of precision
electroweak constraints. These studies will reveal if it ispossible to avoid conflict with precision
electroweak experiments and still be able to build models for LHC events.

Finally the nature of the conformal theory associated with an IR fixed point [91] appears interesting
in its own right. While Seiberg duality provides considerable detail concerning the conformal phase
in supersymmetric QCD, essentially nothing is know about strongly coupled conformal theories
without supersymmetry. Indeed, as noted recently [94], the experimental possibility of such a
conformal sector has not been ruled out.
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2.4.4 Computational resources

Here we give some examples of the lattices needed to pursue this research. The specific choice
of lattices for these relatively unexplored physics topicswill change in response to experience
gained year by year and with the discoveries at the LHC. In general all three scenarios described
above will rely on chiral (Domain Wall or overlap) fermions with a variety of fermionic degrees of
freedom, and extrapolations to the chiral limit. Estimatesof these computational requirements are
based on experience with similar 2+1 flavor QCD lattices and benchmarks for both multi-flavor
QCD andN = 1 super Yang-Mills, using codes built on the SciDAC API for message passing.
The cost scales roughly asN1.5

f and asd(R)1.5 whered(R) is the dimension of the representation.
To simplify Table7, we have only listed the largest, most computationally expensive lattices.
However, due to the exploratory nature of this research, it is expected that this project will make
good use of smaller lattices in its early stages. We estimatethat these smaller lattices will account
for an additional cost of less than 50%.

Nf amℓ Size amV LmV “MC traj.” TF-Yrs
HIGGS 0.001 323×32×32 0.167 4 10000 0.66
SUSY 0.001 243×24×32 0.167 4 5000 0.66

Nf = 8,9,10,11 0.0075 243×64×24 0.25 6 4×5000 2.32
TOTAL 3.64
HIGGS 0.00075 483×48×32 0.125 4 10000 2.11
SUSY 0.00075 323×32×32 0.125 4 5000 2.11

Nf = 8,9,10,11 0.005 323×64×24 u 0.25 8 4×5000 6.80
TOTAL 11.0
HIGGS 0.0005 643×64×32 0.125 6 10000 23.7
SUSY 0.0005 483×48×32 0.125 6 5000 23.7

Nf = 8,9,10,11 0.0035 483×96×32 0.25 8 4×5000 66.0
TOTAL 113.4

Table 7:Representative lattice ensembles for the Top-Higgs dynamics (with one fundamental fermion), forN = 1
SUSY (with one adjoint fermion) and for SU(3) Strong dynamics (withNf = 8,9,10,11 fundamental fermions).

Finally we emphasize that, in contrast with QCD, the lack of experimental data for these theories
makes distinguishing lattice artifacts and continuum predictions more challenging and substan-
tially raises the standards for obtaining convincing results. For this reason, we have recommended
beginning with models that are for the most part close variants of QCD, enabling comparison with
QCD to bring confidence to the methodology. Also, this makes sense from a model building per-
spective as a way to test the “conventional wisdom” regarding the behavior of non-perturbative
QCD-like theories as the gauge or matter content is varied, which is often based on simple scal-
ing assumptions. Validating or modifying these non-perturbative heuristics will have a substantial
impact on comparing these models with LHC data.

However these conservative priorities could change dramatically in the future. For example new al-
gorithms are being developed for operators that couple to “disconnected” or vacuum diagrams [95]
that, for example, allow the strangeness content of the nucleon to be measured, which is the ma-
jor uncertainty in determining the possibilities for detection of the dark matter candidate in the
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MSSM[96] at the LHC. Disconnected diagrams are even more important in studying the SUSY
spectrum. Other examples of theoretical challenges include (1) the “sign problem” encountered
not only at finite chemical potential but also in extended supersymmetry, (2) spectral studies of un-
stable particles, be they the rho or the Higgs and (3) the representation of chiral gauge theories on
the lattice [97], which is perhaps the most important problem for understanding a non-perturbative
treatment of the Standard Model and beyond. Work is in progress to address all of these challenges.
The exploratory use of lattice techniques for quantum field theory may yield new unexpected sur-
prises and insights, potentially leading to the development of powerful new methods, along with a
deeper insight into the special properties of non-perturbative field theory.

3 Hardware Requirements

To reach the scientific objectives set out in Section2 will require both access to the DOE’s leader-
ship class computers and the acquisition of computers dedicated to the study of QCD. The purpose
of this proposal is to obtain funds to acquire and operate dedicated machines. We have applied
separately for access to the DOE’s leadership class computers, the Cray XT4 and its successors at
Oak Ridge National Laboratory (ORNL), and the IBM BlueGene/P at Argonne National Labora-
tory (ANL), through the DOE’s Incite Program. Because thereis close coupling between the work
to be done on the two types of computers, we describe our plansfor both here.

Lattice QCD calculations proceed in two steps. In the first one performs Monte Carlo calculations
to generate gauge configurations with a probability proportional to their weight in the Feynman
path integrals that define QCD. These configurations are stored, and in the second step they are
used to calculate a wide variety of physical quantities. Thesame configurations are often used to
study problems in high energy physics and in nuclear physics. Configuration generation is the most
computationally intensive part of our work, and in most cases limits the rate of progress. Since it
involves a Markov chain, it must be carried out in a small number of streams. The generation of
gauge configurations with small enough lattice spacings andquark masses to reach the levels of
accuracy discussed in Section2 requires computers that enable one to apply very large numbers of
processors to individual calculations. The same is true of the calculation of propagators for light
mass quarks. These two types of calculations are therefore best done on leadership class com-
puters. On the other hand, dedicated computers, such as the clusters acquired during LQCD, are
the appropriate platforms for those aspects of our work thatrequire large computational resources,
but do not require that the full power of a leadership class computer be applied to individual jobs.
Much, but not all, of the physics analysis performed on stored gauge configurations falls into this
category. Although the total number of floating point operations used in the analysis of a given
ensemble of gauge configurations ordinarily equals or exceeds the number needed to generate the
ensemble, individual analysis jobs are typically smaller,and can be run efficiently on fewer proces-
sors than configuration generation jobs. The analyses of different configurations are independent
of each other, so they can be run in parallel. Other aspects ofour work that are best suited for ded-
icated computers are the study of high temperature QCD, the generation of less challenging gauge
configurations, the development of new algorithms, new formulations of QCD on the lattice, and
other exploratory studies. Such work plays a very importantrole in our research, requires large
computational resources, but does not require the capabilities of leadership class machines.

28



 0

 200000

 400000

 600000

 800000

 1e+06

 1.2e+06

 1.4e+06

 1.6e+06

1-64 65-128 128-256 256-512 512-1024 1025-4096

A
gg

re
ga

te
 M

on
th

ly
 C

or
e 

H
ou

rs

Job Size Range in Cores

BNL 2007 Job Statistics

 QCDOC

Figure 13: The aggregate core hours used per month on the QCDOC computer at BNL as a function
of the number of processor cores employed in the jobs. Core hours are normalized to those of 6n,
an Infiniband cluster with a sustained performance of 1.07 Gflop/s per core.

The history of our field indicates that at least as much is gained by advances in algorithms as
by advances in hardware technology, and we expect this trendto continue. Indeed, in the last few
years the introduction of the Rational Hybrid Monte Carlo (RHMC) algorithm [98] has reduced the
number of floating point operations needed to generate gaugeconfigurations with light quarks by
factors of four to eight compared to algorithms in use a few years ago. The gauge configurations
we expect to generate during the course of LQCD-ext could notbe produced by the proposed
resources in any reasonable amount of time without the RHMC algorithm. We are confident that
our continued work on algorithms will significantly enhanceour productivity, extending the range
of science we will be able to do. For example, members of USQCDare currently investigating a
variety of approaches to accelerating the calculation of quark propagators, which have the potential
to greatly enhance both configuration generation and physics analysis. Work of this type requires
significant computational resources, but is not appropriate for leadership class machines.

We believe that we will do the most science by using the computers that are best suited for each
phase of our work. Moreover, we cannot simply transfer all ofour calculations to the leadership
class machines because the 2008 Incite Call for Proposals specifically states that “Applicants must
also present evidence that they can make effective use of a major fraction of the processors of
the high performance computing systems offered for allocation.” This is certainly the case for
configuration generation and the calculation of light quarkpropagators, but it is not true for much
of our physics analysis or our exploratory studies. A few years ago, the bulk of the floating point
operations in any lattice QCD calculation went into the generation of gauge configurations, but
that is no longer so. In the 2007 USQCD allocation process, four projects that received allocations
were deemed appropriate for leadership class computers. They received approximately 40% of the
available resources. On the other hand, twenty-five projects, which received 60% of the available
resources, were considered appropriate for dedicated computers. The latter projects were critical
for achieving our scientific goals.

Figure13 shows the core hours used per month on the QCDOC computer at BNL, as a function
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Figure 14: The aggregate core hours used per month on the clusters at FNAL (left panel) and at
TJNAF (right panel), as a function of the number of processorcores employed in the jobs. Core
hours are normalized to those of 6n, an Infiniband cluster with a sustained performance of 1.07
Gflop/s per core.

of the number of processor cores employed. Figure14 shows the same quantity for the clusters at
FNAL and TJNAF. These results are monthly averages for 2007.The core hours are normalized to
those of 6n, an Infiniband cluster acquired by TJNAF in 2006. It has a sustained performance of
1.07 Gflop/s per core. Here and throughout this proposal, performance is measured as the average
of that sustained by the sparse matrix inversion routines for computing the quark propagators for
the Domain Wall and Improved Staggered (Asqtad) quark actions under production conditions.
These routines consume a significant fraction of the floatingpoint operations in our calculations,
and are representative of the overall performance of our codes. The bulk of the jobs on the QCDOC
were for configuration generation or the calculation of quark propagators, and the 1024 core jobs
at FNAL were for configuration generation. We expect that by 2010 such jobs will be transferred
to leadership class machines. The remaining jobs on the FNALand TJNAF clusters are for physics
analysis, as well as for algorithm development and other exploratory projects. They will certainly
grow in size over time, but are unlikely to reach a size that would warrant moving them to lead-
ership class computers. This data is one indication of the importance of dedicated computers the
moderate-sized jobs required for our physics program.

We are convinced that the trend towards using an ever greaterproportion of computing resources
on physics analysis will continue. There are several reasons for this shift. As the capabilities of
leadership class computers increase, it will be possible togenerate configurations with smaller
lattice spacings and quark masses, using more sophisticated formulations of lattice QCD. More
resources are needed to analyze such configurations than theones currently being generated. In
addition, more realistic gauge configurations, coupled with greater computing power for analysis,
will enable new calculations that could not previously be undertaken. In drawing up the plans
presented in this proposal we have projected that analysis will continue to require more computing
resources than lattice generation.

The computing cycles we receive from the LQCD dedicated computers and from our current Incite
grant are heavily leveraged. As is discussed in Section4, we have long standing collaborations
with colleagues in the United Kingdom in our zero temperature studies with DWF and improved
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staggered quarks, with colleagues in Ireland in our work on the hadron spectrum, and with col-
leagues in Germany in our work on high temperature QCD. At present, the computing cycles
contributed to our joint work by these collaborators, coupled with those from the Japanese funded
Riken Brookhaven Research Center (RBRC), the National Energy Research Scientific Comput-
ing Center (NERSC), the National Science Foundation (NSF) supercomputer centers, and, most
recently, the National Nuclear Security Administration (NNSA) BlueGene/L at Lawrence Liver-
more Laboratory (LLNL), roughly equal those provided by LQCD and the Incite Program. In
planning for the period 2010–2014 we have assumed that roughly half of our computing cycles
will continue to come from these sources.

A total of 725 Tflop-Years [26] are needed to generate the zero temperature gauge configurations
enumerated in Section2, half of which we plan to request on leadership class computers. We plan
to ask for an additional 160 Tflop-Years on these machines forthe generation of light quark prop-
agators, bringing our total request for leadership class computing resources during the five year
period of the proposal to 500 Tflop-Years, as is indicated in Table8. As stated earlier, our major
analysis projects required approximately the same number of cycles as generation of the gauge con-
figurations, so we request approximately 165 Tflop-Years on dedicated computers for this aspect of
our work, in addition to the 160 Tflop-Years for generating quark propagators. The total resources
required for the thermodynamics projects described in Section 2.2 is 490 Tflop-Years. We plan to
use 165 Tflop-Years on dedicated computers for these projects, with the remainder coming from
other resources. Finally, we have budgeted a total of 85 Tflop-Years for exploratory projects and
algorithm development, bringing the total resources from dedicated computers to 415 Tflop-Years.
In Table8 we set out the yearly usage of dedicated hardware and leadership class computers over
the five years of the proposal. The dedicated hardware can be acquired with a fixed budget of $2.01
million per year.

Fiscal Year Dedicated Hardware Leadership Class Machines
(Tflop-Years) (Tflop-Years)

2010 25 30
2011 45 50
2012 65 80
2013 110 135
2014 170 225

Table 8: Computing resources from the use of dedicated hardware (column 2) and leadership class
computers (column 3) needed to carry out the scientific program set out in Section2 by fiscal year.
Computing resources are given in sustained Tflop-Years [26, 27].

3.1 Leadership Class Computers

We believe that the time we anticipate on leadership class computers is realistic. We have demon-
strated that our codes scale to thousands of processors on these machines. Two examples are shown
in Fig.15, where we plot the total performance of the conjugate gradient routines for Asqtad quarks

31



Figure 15: Performance in teraflop/s of the MILC Asqtad inverter on the BlueGene/P (left panel)
and the Chroma anisotropic Clover inverter on the Cray XT4, as a function of the number of
processor cores. The red bursts are the benchmark data points and the blue curves are straight lines
from the origin through the data points with the largest number of cores.

on the BlueGene/P and for anisotropic Clover quarks on the Cray XT4 in teraflop/s, as a function
of the number of cores. These are weak scaling tests in which the number of lattice sites per core
is held fixed as the number of cores is increased. The red bursts are the benchmark data points,
and the blue curves are straight lines drawn from the origin through the benchmark points with
the largest number of cores. The percentage of peak that thisline corresponds to is shown on the
figure. We are confident that scaling persists for far larger numbers of cores than are shown in
Fig. 15. Fig. 16 demonstrates near perfect weak scaling for the conjugate gradient routine of the
Wilson quark action through 131,072 cores, the full size of the LLNL BlueGene/L on which this
test was run. The software used in this test was a version of the Columbia Physics System (CPS)
code optimized for the BlueGene/L by Pavlos Vranos [99] using native BlueGene communication
calls, which are being integrated into our production codesfor the BlueGene/P. It achieved 70.5
teraflop/s on the full machine, and led to a Gordon Bell Special Achievements Award.

Over the last few years members of USQCD have been allocated approximately 10% of the cycles
on the NERSC IBM SP, Seaborg, and approximately 15% of the cycles in the first allocation of the
NERSC Cray XT4, Franklin. In the current year our collaboration has an allocation through the
INCITE Program of 10 million core hours on the ORNL Cray XT3/4, Jaguar, which amounts to
approximately 10% of the available cycles, and we have submitted a proposal to the Incite Program
seeking to obtain approximately 10% of the cycles on the leadership class computers at ANL and
ORNL for 2008–2010. To see what this might mean in terms of scientific output, we note that
the President’s FY 2008 budget calls for the installation ofa leadership machine at ORNL with a
peak performance of 1,000 teraflop/s, and another at ANL witha peak performance of 250 to 500
teraflop/s by the end of FY 2008. Using the mid-point in the range of the ANL machine, there
would be 1,375 teraflop/s (peak) available for allocation inFY 2009. Although we are aware that
the Office of Science has more ambitious plans for expanding its leadership class facilities, we
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Figure 16: Performance in teraflop/s of the CPS Wilson inverter on the BlueGene/L as a function
of the number of processor cores. The red bursts are the benchmark data points, and the blue curves
are straight lines from the origin through the data points with 131,072 cores.

make the conservative assumption that they will grow in accordance with Moore’s law between
FY 2010–2014. Our full configuration generation codes currently sustains 15% to 20% of peak
on these platforms. We believe that this performance will improve in the future, but use the lower
figure in the following estimates. Under these assumption wewould obtain a throughput from
leadership class machines of 30 Tflop-Years in FY-2010 growing to 210 Tflop-Years in FY 2014.
We believe that our assumptions regarding the leadership class machines are quite conservative. If
they increase in performance more rapidly than we have projected, or if we obtain more than 10%
of the time allocated on them, then our research will accelerate proportionately.

3.2 Dedicated Hardware

Our proposed process for the acquisition of dedicated hardware follows that of the current LQCD
project. That is, each year we will acquire the hardware thatbest advances our science. As
in LQCD, we propose to locate the hardware at BNL, FNAL and TJNAF. Our estimates of the
price/performance of dedicated hardware is based on our experience with commodity clusters over
the last seven years. From 2001 through 2005, we acquired a series of prototype clusters under our
SciDAC I grant. In doing so we demonstrated that by carefullychoosing components to optimize
the performance of our codes, we could obtain highly cost effective computers for the study of
lattice QCD. Three of these clusters, with a combined throughput of 1.65 teraflop/s are currently
being operated under LQCD. During the first two years of LQCD we have acquired three com-
modity clusters with Infiniband networks: the 6n and 7n clusters located at TJNAF and the Kaon
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Figure 17: The price/performance in dollars per sustained Mflop/s of clusters built under the Sci-
DAC I Program and the Lattice QCD Computing Project as a function of time. The red diamonds
are the price/performance of individual clusters, and the blue line is a least squares fit to all but the
earliest cluster point with the halving time of the price/performance fixed at 1.5 years.

cluster located at FNAL. These machines have a combined throughput of 6.14 teraflop/s. Since we
began acquiring clusters under the SciDAC I Program, their price/performance has decreased in
accordance with Moore’s law with a halving time of 1.5 years,as is illustrated in Fig.17, where
we show the price/performance as a function of time on a log plot. The latest point on this plot is
for the 7n cluster, and corresponds to a price/performance of $0.45 per sustained Mflop/s.

We have based our projections for dedicated computers on ourexperience with commodity clusters.
We assume that Moore’s law will continue to hold for clusterswith gains coming primarily from
the increase in the number of cores per processor, rather than the increase in clock frequency. If
so, the price/performance will reach $0.15 per sustained Mflop/s in 2010 and $0.024 in 2014. Of
course the extrapolation to 2014 has considerable uncertainty attached to it. We have found that
the useful lifetime of a cluster is a minimum of three years, so in 2010 the clusters built under
LQCD in 2007-2009 will still be in service. We also assume that the QCDOC will continue in
operation through 2011. Table9 shows the computers that will be carried over from LQCD, their
location, throughput, and last expected year of operation.The JPsi cluster is to be built at FNAL
with combined LQCD hardware funds for 2008 and 2009.

The throughput for dedicated hardware in the second column of Table8 was obtained by adding
that of the machines in Table9 to the computers we expect to acquire under LQCD-ext with thepro-
posed hardware budget of $3.0 million per year, given our projections regarding price/performance.
We again assume that the lifetime of the new computers will beat least three years. Although these
projections are based on our experience with clusters, we emphasize that in each procurement we
will obtain whatever hardware best advances our science. Just as in the earlier LQCD project,
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Cluster Location Throughput Final Year
(Sustained Tflop/s)

7n TJNAF 3.0 2010
QCDOC BNL 4.2 2011

JPsi FNAL 6.2 2011

Table 9: Computers operated under LQCD that will be carried over to LQCD-ext. The first column
gives the computer name, the second its location, the third its total throughput, as measured by our
standard benchmarks, and the fourth the last year in which itwill be operated.

we expect that the most efficient dedicated resources for lattice QCD will be a mixture of cluster
hardware as discussed above and machines targeting favorable cost performance through a greater
degree of custom-design. Such a machine, a possible future member of the BlueGene series, is
presently being designed by a collaboration of physicists at Columbia and Edinburgh supported
in part by the RBRC and working together with colleagues at the IBM corporation. We expect
that the result of this effort will be a highly cost-effective computer that will run lattice QCD very
efficiently. Given the direct participation of members of our collaboration in this effort and the
long-term experience of BNL in supporting machines of this sort, we anticipate that a portion of
the dedicated hardware funded through this proposal may be provided in this way. The perfor-
mance figures in the second column of Table8 therefore represent a lower bound on what we
expect to achieve.

The proposed budget for LQCD II is given in Table10. The hardware budget is fixed at $2.01
million per year, so the increases in throughput for the dedicated hardware come entirely from
Moore’s law. The operations costs shown in the third column of Table 10 are overwhelmingly
salaries of laboratory staff, who will maintain the existing hardware and conduct the procurement
of new hardware.

Fiscal Year Hardware Budget Operations Budget Total Budget
2010 2.01 1.13 3.14
2011 2.01 1.33 3.34
2012 2.01 1.62 3.63
2013 2.01 1.37 3.38
2014 2.01 1.68 3.69
Totals 10.05 7.13 17.18

Table 10: Proposed budget for LQCD II in millions of dollars.

4 The USQCD Collaboration

Two important functions of the USQCD Collaboration are to set scientific goals for research in
lattice QCD in the United States, and to develop the computational infrastructure needed to reach
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these goals. Membership in USQCD is open to all physicists based in the United States, and
nearly all the high energy and nuclear physicists in the country working on the numerical study
of QCD are members. Overall leadership of USQCD is vested in the Lattice QCD Executive
Committee, whose members are the authors of this proposal. They have been working together
since 1999 to organize the community, develop plans for the infrastructure, obtain funding to carry
out these plans and oversee the implementation of them. The Executive Committee has appointed
the Scientific Program Committee (SPC), which plays a major role in setting scientific priorities
and allocating USQCD resources, as is described in Subsection 4.1. Members serve three year
terms. The current ones are Tom Blum (U. Connecticut), ChrisDawson (U. Virginia), Frithjof
Karsch (BNL), Andreas Kronfeld (FNAL, Chair), Colin Morningstar (Carnegie Mellon U.), John
Negele (MIT), and Junko Shigemitsu (Ohio State). Additional information regarding the USQCD
Collaboration can be found at its web sitehttp://www.usqcd.org.

Funding of computational infrastructure by the DOE over thelast seven years has played a critical
role in maintaining a strong research program in lattice QCDin the United States. The SciDAC I
grant, which ran from 2001 to 2006, and the SciDAC II grant, which began in 2006 and runs
through 2011 have supported the development of community software, which is briefly described in
Subsection4.3. As indicated in the previous section, the SciDAC I grant funded the acquisition and
operation of prototype clusters in the period 2001–2006, a separate grant funded the construction
of the QCDOC in 2004-2005, and LQCD has funded the acquisition of clusters and the operation
of all USQCD hardware since 2006.

4.1 Scientific Priorities and Hardware Allocation

The SPC plays the leading role in setting scientific priorities and allocating USQCD computational
resources, activities which are closely intertwined. Oncea year it issues a call for proposals for use
of USQCD’s dedicated computers. It also invites the authorsof the proposals to identify projects
that would be appropriate for the DOE’s leadership class computers. Proposals are grouped into
three classes. Type A proposals are for investigations of very large scale, which will require a
substantial fraction of the available resources. They are expected to benefit the whole Collaboration
by producing data, such as gauge configurations or quark propagators, that can be used by all,
or by producing physics results listed among USQCD’s strategic goals. Type B proposals are for
investigations of medium to large scale, which will requirea smaller amount of resources than Type
A ones. Type B proposal are not required to share data or to work towards stated Collaboration
goals, although if they do, it is a plus. Such proposals may bescientifically valuable even if not
closely aligned with USQCD goals. Type C proposals are for exploratory calculations, such as
those needed to develop and/or benchmark code, acquire expertise in the use of USQCD hardware,
or to perform investigations of limited scope. Whereas TypeA and B proposals must be made in
writing in response to the SPC’s yearly call for proposals, Type C proposals can be made at any
time simply by contacting a designated person at the Laboratory where the hardware ones wishes
to use is located. Type A projects that generate multi-purpose data are candidates to be included in
proposals for time on leadership class machines if their proponents can demonstrate the need for
such resources and the ability to use them effectively.

After the Type A and B proposals are submitted, the SPC makes apreliminary review of them,
and organizes the yearly All Hands meeting of the Collaboration. Authors of the proposals are
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invited to present their plans, which are discussed by the Collaboration as a whole. Following that
discussion the Scientific Program Committee allocates timeon USQCD resources, and transmits to
the Lattice QCD Executive Committee the priorities of the Collaboration for use of the leadership
class machines. It is the responsibility of the Executive Committee to submit proposals for the use
of these computers on behalf of the Collaboration. This process sets the priorities of USQCD on a
yearly basis.

The process just outlined has a number of advantages. Research priorities are examined and, if
necessary, reordered on a yearly basis. The Executive Committee appoints members of the SPC
with the aim of assembling a highly respected group of lattice gauge theorists that is balanced
among the major research areas pursued by USQCD. The SPC, with input from the community as
a whole, is thus in an excellent position to carry out its responsibilities. We believe that by setting
priorities and allocating resources with such broad community participation, we will best advance
the science and make the most efficient use of the resources available to us. Although we believe
that it is important to apply for the large resources offeredby the Incite Program as a community
in order to build a coherent research effort, we also want to leave room for innovative projects that
might not be central to the aims of USQCD at the moment. We havetherefore made it a point not
to apply for the smaller resources offered by NERSC or the NSFas a community, leaving such
proposals to individuals or groups within USQCD.

An important success of this broadly representative allocation process is the impact it has on
younger physicists. In order to obtain tenure track facultypositions and eventually be promoted to
tenure, they must gain visibility and demonstrate independence. This can be difficult because most
lattice QCD calculations require large computational resources, which can be difficult for begin-
ning scientists to obtain at national centers. Members of the SPC are able to realistically evaluate
the prospects of beginning lattice gauge theorists, and they have made a concerted effort to solicit
and fund proposals from younger members of the field. For example, during the last USQCD al-
location process, three outstanding postdoctoral research associates were awarded 6% of the total
resources on dedicated computers for their calculation of theK0−K

0 mixing parameterBK.

4.2 International Collaborations and Cooperation

Lattice QCD is an international field with very strong programs in Germany, Italy, Japan, and the
United Kingdom, and excellent work being done in many other countries. A variety of quark ac-
tions are currently being used. In addition to the anisotropic Clover, DWF and improved staggered
actions widely used in the US, overlap, twisted mass and isotropic Clover actions are studied ex-
tensively in other countries. The use of different quark actions serves a vital scientific purpose,
allowing for studies of the effectiveness different actions for different problems, and for cross-
checks of important results.

Groups within USQCD have formed collaborations with colleagues in other countries who share
physics objectives and make use of the same actions. Four of these collaborations are partic-
ularly noteworthy. The present USQCD effort using DWF quarks is explicitly an international
effort begun with equal participation by the United States based RBC collaboration and Edin-
burgh/Southampton/Swansea members of the UKQCD collaboration. During the past year this
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activity has expanded to include the LHPC group in the US. TheFermilab Lattice, HPQCD and
MILC Collaborations have worked together in various combinations to study heavy quark physics
using improved staggered quarks. HPQCD includes physicists in both USQCD and UKQCD. The
members of the RBC Collaboration studying QCD thermodynamics using the P4 staggered quark
action have a a long term collaboration with physicists at the University of Bielefeld, Germany.
The effort to understand the hadron spectrum using Clover quarks on anisotropic lattices has close
ties with the Trinity College Dublin group. In addition to their scientific work, our international
collaborators have made major contributions to the development of algorithms and software, and
have provided very significant computational resources to the joint efforts.

USQCD plays an active role in the International Data Grid (ILDG) with four members on the ILDG
Metadata and Middleware Working groups, who co-ordinate standards with the USQCD Software
Committee. The ILDG provides the means for sharing gauge configurations and quark propaga-
tors on an even wider international level. The ILDG has developed standards for file format and
content, and the middleware needed to archive and retrieve files. Further information regarding the
ILDG can be found athttp://www.usqcd.org/ildg/Sharing of these valuable data sets enables the
international lattice QCD community to maximize the science it can produce from the computa-
tional resources available. USQCD unquestionably gains significantly from its participation in this
effort.

The resources we request are based on the requirements of theresearch program set out in Sec-
tion 2. However, it may help to put them in perspective by comparingour current resources with
those available for the study of lattice QCD in other countries. We do this in Table11, where we
show estimates of the computing resources available for thestudy of lattice QCD in the countries
that are major participants in the field, as of October, 2007.The estimates for other countries
were obtained by making inquiries of senior physicists in each of them, and translating their re-
sponses into our standard measure, the average of the sustained performance of the routines for
computing DWF and Asqtad quark propagators. Approximatelyone-third of the United States
resources labeled National Centers come from an allocationto the USQCD Collaboration by the
DOE’s INCITE Program, while the remainder comes from allocations to individuals or groups by
NSF Centers and NERSC. Three computers located in the UnitedStates, but also not allocated
by the USQCD Collaboration, are not shown in the table. One isa QCDOC located at the Riken
Brookhaven Research Center, which was funded by the Riken Institute of Japan, and is used by
the RBC Collaboration. The second is the NNSA BlueGene/L located at Lawrence Livermore Na-
tional Laboratory, which is being used by the HotQCD and NPQCD collaborations, and the third
is the BlueGene/L, New York Blue, which is being accessed by physicists at Columbia and BNL
in its early user period. It is clear that without LQCD the United States would have been very
hard pressed to maintain a world class research program in lattice QCD. Physicists in other coun-
tries also recognize the scientific opportunities in lattice QCD that will be available over the next
several years, and are moving aggressively to obtain the computing resources necessary to capital-
ize on them. They are seeking resources similar to those we propose, and it is our understanding
that major upgrades to those listed in Table11 have been, or are about to be approved. Thus, for
US physicists to effectively collaborate in this rapidly developing international environment, it is
important that we have access to resources of the scale proposed here.
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Country Sustained Teraflop/s
Germany 10–15
Italy 5
Japan 14–18
United Kingdom 4–5
Unites States

LQCD Project 12
National Centers 3

US Total 15

Table 11: Computing resources in sustained teraflop/s estimated to be available for the study of
Lattice QCD in various countries, as of October, 2007.

4.3 SciDAC Software

Under our SciDAC I and SciDAC II grants we have developed software that enables us to write
highly efficient and portable codes for the study of lattice QCD. Under SciDAC I a QCD Appli-
cations Programming Interface (QCD API) was created with the design goals of enabling users
to quickly adapt codes to new architectures, easily developnew applications and incorporate new
algorithms, and preserve their large investment in existing codes.

The QCD API has a layered structure which is implemented in a set of independent libraries.
Level 1 provides the code that controls communications (QMP) and the basic linear algebra rou-
tines that run on individual compute cores (QLA). To obtain high efficiency much of this layer
may have to be written in hardware specific assembly languageand/or make use of low level com-
munications calls. However versions exist in C and C++ usingMPI for transparent portability of
all application codes. Level 2 (QDP) contains data paralleloperations that are built on QMP and
QLA. QDP allows extensive overlapping of communication andcomputation in a single line of
code. By making use of the QMP and QLA layers, the details of communications buffers, syn-
chronization barriers, vectorization over multiple siteson each node, etc. are hidden from the user.
Both C and C++ versions of QDP are in use. A very large fractionof the resources in any lattice
QCD simulation go into a few computationally intensive subroutines, most notably the repeated
inversion of the Dirac operator, a large sparse matrix. To obtain the level of efficiency at which
we aim, it is necessary to optimize these subroutines for each architecture. Level 3 codes have
been written in assembly language for the PowerPC processors used in the QCDOC and BlueGene
computers, and with SSE instructions for AMD and Intel processors used in our clusters and in the
Cray XT4. An I/O library (QIO) that adheres to the ILDG file standards enables parallel I/O and
sharing of large data sets among members of USQCD and with theinternational community via
the ILDG.

Under SciDAC II the QCD API is being used to enhance the performance of the two pre-existing
publicly available codes written by members of USQCD: the Columbia Physics System (CPS) and
the MILC codes. It is also being used to extend a third publicly available code, CHROMA, which
was written entirely under the C++ version of the QCD API during SciDAC I. In addition, the
QCD API is being optimized for BlueGene and Cray supercomputers, and for clusters based on
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multi-core processors. A QCD physics toolbox is being constructed which will contain sharable
software building blocks for inclusion in application codes, performance analysis and visualization
tools, and software for automation of physics work flow.

The software created under the SciDAC grants has greatly enhanced the effectiveness with which
we are using the hardware resources available to us, and willcontinue to do so as more of the
SciDAC II initiatives are completed. All of the software developed under the SciDAC grants is
publicly available, and can be found athttp://usqcd.jlab.org/usqcd-software.

5 Role of the Laboratories

The three participating laboratories, BNL, FNAL and TJNAF,have played a critical role in LQCD,
and will do so again in LQCD-ext. They make available the outstanding staff who evaluate, pro-
cure and operate the dedicated hardware. They also provide exceptional user support. It would be
very difficult, if not impossible, for us to obtain the services of such talented staff on our own. This
approach is also highly cost effective, as our operations budget is only charged for the staff hours
actually devoted to our effort. The laboratories also provide space, air conditioning and electricity
for the hardware from their base budgets. FNAL and TJNAF giveus access to their archival storage
systems, with our only charge being for the tapes. We also benefit from the laboratories’ excellent
networking infrastructure and their computer security programs. We believe that these crucial con-
tributions are only possible because three laboratories are involved. If the hardware were located at
a single site, then we would very likely become a significant drain on that laboratory’s resources,
rather than the small perturbation we presently are.

All three laboratories have indicated that they will request funds from the DOE to purchase dedi-
cated hardware for lattice QCD only through the national effort set out in this proposal. In LQCD,
FNAL and TJNAF have acquired and operated highly cost effective commodity clusters for our
community, and propose to continue to do so in LQCD-ext. BNL has operated the QCDOC for
us, and will continue to do so through 2011. The hardware interests and expertise at BNL are
now focused on the BlueGene line of supercomputers, and theyhave proposed to procure and sup-
port BlueGene hardware for us. Again, in any given year we will acquire the hardware that best
advances our science.

The contributions of the laboratories go well beyond provision of staff and physical infrastructure.
Each of them has an outstanding lattice QCD group. Among them, the three laboratory groups
cover the major areas of research set out in Section2. They serve as intellectual centers for work
in these areas. A particularly important role of the laboratory groups is to stimulate interactions
between members of the lattice QCD community and experimentalists. Indeed, the committee that
reviewed LQCD in the spring of 2007 stated in its report that “Contact with experiment is strong,
partly because lattice QCD has computational and human resources spread over three national
laboratories.” Some recent highlights are as follows. TheBaBar/Lattice QCD Workshop, which
took place at SLAC on September 16, 2006, brought together members of USQCD working on
the calculation of weak interaction matrix element with members of the BaBar experiment. It
was so successful that a second workshop,Lattice QCD Meets Experiment 2007, was organized at
FNAL on December 10-11, 2007. It was expanded to include experimentalists from Babar, CDF,
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CLEO-c, and D0. A series of workshops has been held at BNL to bring together experimentalists
working at RHIC and those studying QCD thermodynamics on thelattice. The latest of these
was titledCan We Discover the QCD Critical Point at RHIC, which took place on March 9-10,
2006. The next one,Understanding QGP through Spectral Functions and Euclidean Correlators,
is scheduled to take place at BNL on April 23-25, 2008. It willbe followed by one titledCritical
Point and Onset of Deconfinement, scheduled for March 16–20, 2009 in conjunction with a planned
low-energy scan at RHIC in FY 2010 to search for this criticalpoint. In the area of hadronic and
nuclear physics, the workshop onSynergy Between Experiment and Lattice QCD in Exploring
Hadron Structurewas held at the Institute for Nuclear Theory on April 24-25, 2006 with joint
sponsorship by INT and TJNAF, and organizational work by members of USQCD. Furthermore,
TJNAF members of USQCD are particularly active in interacting with experimentalists, and are
even involved in planning experiments.

6 Management Plan

The 2007 LQCD Computing Project Review Report stated that “The organizational structure ap-
pears to be optimal in providing a platform for large-scale computing to the US lattice QCD com-
munity.” We agree, and therefore propose that the management structure now in place for LQCD
be used for LQCD-ext. William Boroski (FNAL), the Project Manager, has overall responsibility
for the effort. He is responsible for assuring that the project is well defined via a work breakdown
structure and well tracked via milestones. He is the key interface to the DOE for financial matters,
reporting and reviews. He is assisted by the Associated Project Manager, Bakul Banerjee (FNAL).
She is responsible for maintaining the work breakdown structure and other controlled documents.
She also tracks expenditures and progress in achieving milestones. Each participating laboratory
has a Site Manager: Eric Blum at BNL, Donald Holmgren and Amitoj Singh at FNAL, and Chip
Watson at TJNAF. The Site Managers are responsible for hardware selection, procurement, de-
ployment and operation at their sites consistent with the overall plan. They are also responsible
for site operations and user support. The Chair of the LQCD Executive Committee, Robert Sugar,
serves as the Scientific Spokesperson for the effort. He is the principal point of contact with the
DOE on scientific matters, and liaison between the ExecutiveCommittee and the Project Manager,
relating the Executive Committee’s priorities to the Project Manager, and the Program Manager’s
progress reports to the Executive Committee. The Project Manager, Associate Project Manager,
Site Managers and Scientific Spokesperson meet approximately every other week by conference
call to discuss major issues.

The Change Control Board (CCB) evaluates the feasibility, cost and impact of proposed changes
to the project which result in more than a minimal cost or schedule change. Its role is to assure
that proposed changes are managed with the primary focus on the advancement of the scientific
goals of the project. The members are the Project Manager, the Chair of the LQCD Executive
Committee, who serves as chair of the CCB, the FNAL ComputingDivision Head, Victoria White,
the TJNAF Chief Information Officer, Roy Whitney, the BNL Information Technology Division
Director, Tom Schlagel, and a member of the USQCD Collaboration selected by the Executive
Committee, Steven Gottlieb.
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Appendix

Revision history. This document differs from the version submitted in January, 2008 in the fol-
lowing ways. The project names LQCD and LQCD-ext for the original project and its extension
have replaced the names LQCD-I and LQCD-II that were used in the 2008 proposal. The budget
numbers used in Table 10, in the paragraph preceeding Table 10, and in the Introduction have been
revised to reflect current anticipations. The anticipated dedicated hardware in Table 8 has been
revised to reflect these budget numbers, and the paragraph preceeding Table 8 has been revised
accordingly.
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